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Abstract—A large number of fact triples are contained in 

knowledge graph. However, the knowledge is not completed in 

large-scale knowledge graph at present, which calls for 

knowledge graph completion urgently. Most proposed 

approaches embed entities and relationships into a continuous 

low-dimensional vector space through a single factual triple 

information, the knowledge graph completion is achieved 

through vector calculation. Besides, features are extracted from 

the relation paths between entities, which are used for training 

classifiers to predict relationships between entities. In this work, 

we designed a model, which not only utilize the information of 

relation paths among fact triples and entities in knowledge 

graph, but also the description text information of entities in 

knowledge graph were utilized. Through these information of 

entities and the distributed expression of the relationships, the 

task of knowledge graph completion was achieved. Through 

extensive experimental evaluations, the proposed model proves 

to be with better retrieval performance compared to 

state-of-the-arts. 

 
Index Terms—Knowledge graph, knowledge graph 

completion, link prediction, relation path.  

 

I. INTRODUCTION 

Similar to knowledge bases such as WordNet [1], Freebase 

[2] and DBpedia [3], which are used to express complex 

structural information in the real world. Knowledge graph [4] 

was proposed by Google in order to improve the search 

quality. Besides, knowledge graph also play an important role 

in question answering [5], named entity recognition [6], 

information extraction [7]. Knowledge graph aims to describe 

the concepts in the real world and the relationships among 

them. The nodes in knowledge graphs represent entities, and 

the label between two nodes represent the relationship 

between them. The knowledge graphs provide structured 

knowledge. A typical knowledge can be expressed as a factual 

tuple consisting of a head entity, a relationship and a tail 

entity(denoted as (h, r, t)). For instance, we know that the 

capital of China is Beijing, which can be represented as 

(Beijing, Capital of China) in the form of fact triple. Although 

the amount of data in the knowledge graph is very large, but it 

is still not complete, it calls for existed fact triples and the 

specific rules for knowledge graph completion. Recently, 

most proposed approaches embed entities and relationships 

into a continuous low-dimensional vector space through a 

single factual triplet information. The knowledge graph 

completion is achieved through vector calculation. For 
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instance, TransE [8], TransH [9], TransR [10] and TransD 

[11], and these kinds of methods performs well for link 

prediction in large knowledge graph. Compared to these 

proposed approaches, relation paths modeling based methods 

have better performance, for examples, PRA [12], PCRA [13] 

and CPRA [14] take advantage of the relationship information 

contained in relation paths between entities in the knowledge 

graphs. The feature vector of relation classification is 

constructed by summing up the large number of relation paths 

between entities, and then relation classifiers were 

constructed for relation extraction, finally achieving the 

purpose of knowledge graph completion. The proposed 

method makes full use of the characteristics of the knowledge 

graph, which not only provide high prediction accuracy, but 

also provide more reasonable prediction explanations.  

Knowledge represent methods can be a good way to 

capture intrinsic characteristics of the data, it is efficient and 

easy to manipulate, while these purely data-driven methods 

cannot provide reasonable explanations for final predictions. 

However relationship path modeling based methods can 

provide better explanations for link prediction, there still 

exists serious problems of rare relations dealing with graphs 

with low connectivity. In sparse graphs, the information of 

relation path is relatively less, which has a very serious effect 

on the prediction result. In the knowledge graph with more 

relation paths, the number of the relationship paths increases 

exponentially and the operation of extracting path features 

could be time-consuming. None of these methods take the 

description text of the entity in the knowledge graph into 

account. While these description texts contains rich semantic 

information, in our methods, the information of each 

description text is considered for encoding to represent an 

entity, combined with the path between the entities, vectors 

representation between entities and relations were studied, 

entities and relations are embedded into a continuous 

low-dimensional vector space, in which space link prediction 

are conducted. Our model not only uses the efficient 

representation of the knowledge representation methods, but 

also utilizes the explicit characteristics of the relationship 

path between entities, which provide more reasonable 

explanation for predict results, at the same time, description 

text information were also taken into account, thus the model 

makes full use of the diversification of knowledge base to 

carry out the task of knowledge graph completion. 

 

II. RELATED WORK 

In recent years, data on the internet has grown rapidly, and 

in order to obtain better search results from the vast ocean of 

data, the knowledge graph has been proposed. In order to 
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complete the knowledge graph, the task of knowledge graph 

complement has attracted increasing research interest. The 

purpose of this task is to infer the missing triples through the 

exist fact triple. There are many earlier methods including 

structured embedding based method (SE) [15], semantic 

matching energy (SME) [16], and so on. There are also some 

other well-known methods such as knowledge representation 

based translate based method, relation path modeling based 

method, besides, other methods that add the path relationship 

between entities to knowledge expression, for instance, 

PTransE model [17], which take advantage of the superiority 

of both knowledge expression and relation path, also have 

shown good performance. 

In SE method, the entities are embedded into d-dimension 

vector space, which are represented by two d*d-dimension 

matrixes, the head entity h and tail entity t are projected to 

related space, Then distances between projected vectors are 

calculated, the semantic relevance between these two entities 

under relation R are represented by this distance. However, 

the method is less synergistic due to the use of two different 

matrix projections, the semantic relevance between these two 

entities are not described precisely. 

More complex operation are proposed by SME method to 

seek for the semantic relevance between entities. Each entity 

and vector is represented by a low-dimension vector, multiple 

projection matrices are defined by SME, which are used to 

describe the intrinsic relationship between the entity and the 

relationship. 

Knowledge represent model based on translation (TransE 

Model), which is motivated by word2vec [18] treat the 

relationship between entities in the knowledge base as some 

sort of translation from entities. The relation r can be treated 

as a translation of the head entity vector h to the tail entity 

vector. For each fact triple in knowledge graphs, it is hoped 

that  + h r t  in TransE method, and the scoring function is 

represented as : 

 

21 /
),,(

LL
thrtrhE   (1) 

 

From this formulation, we can conclude that the existence 

of fact triple (h，r，t) will reduce the value of the scoring 

function, on the other hand, the value of the scoring function 

will be high without fact triples. There are less parameters in 

this model, which contributes to better performance in 

large-scale knowledge graph. While this model find it hard to 

deal with complex relationships such as one-to-many and 

many-to-one relations. Based on TransE model, other 

expanded models such as TransH model, TransR model and 

TransD model perform better in dealing with complex 

relationships. 

Another kind of method, which is talk about a lot, is called 

relation path modeling based method. Lao and Cohen, et al, 

have proposed PRA algorithm, the main idea of PRA is to 

extract the relationship path that connect two entities as a 

feature to predict the relationship between the two entities. A 

typical PRA model is consist of three main steps: feature 

extraction, feature computation, relational classifier. 

Although these kinds of methods have achieved good 

efficiency, due to the reason that they are all relationship 

statistics based methods, there are only satisfied on 

connectivity diagrams, there still exists serious problems of 

rare relations dealing with graphs with low frequency 

relationships. In view of these problems, there have being 

many researches that improve in these algorithms. 

 

III. METHODOLGY 

A. Problem Formulation 

Suppose that given a set of fact triples in a given knowledge 

graph:     ,  ,  S h r t , in which ,h t E  represent entities, 

r R  represent relations, E，R represent the sets of entities 

and relationships, S^' is the set of negative samples of S. 
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A negative sample is a head entity, and a tail entity or 

relationship can be arbitrarily replaced by another entity or 

relationship in S, if the triple has been in S, it cannot be used 

as a negative sample. 

We assume that eh , et  are the entity vectors obtained by 

the TransE model, hh , ht  are the entity vectors obtained by 

the TransH model, 
ph ,

pt  are the entity vectors obtained by 

the entity description text. 

B. DPTransE&DPTransH 

Suppose that there are multiple connected paths between 

the two entities h and t, and the relationship path is expressed 

as 1 2( , , , )lp r r r  , according to the path-constraint 

resource allocation algorithm, for the existed fact triple (h, r, 

t), The scoring function about path can be expressed as: 
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where iS  is the set of entities from relation ir  to entity n. For 

the relation path p and head node h,   1pR h  , and we can 

get fact triple (h, p, t):  ( , ) pR p h t R t│ . 

A brief description is supplied for each entity in the 

knowledge base, according to the method of representing a 

text as a vector, which was proposed by [19], we got a vector 

called Paragraph Vector, which was used to represent the 

corresponding entity of the description text. There are two 

kinds of training methods: Distributed Memory version of 

Paragraph Vector (PV-DM) and Bag of Words version of 

Paragraph Vector (PV-BOW). After changing the description 

text of the entity to a vector, the scoring function based on the 

TransE model is represented as: 
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where eh ， et  are the entity vectors obtained by the TransE 

model, and 
ph ，

pt  are the entity vectors obtained by 

doc2vec. 

On the basis of the TransH model, the entity is projected 

onto the hyperplane with the normal vector rw , the 

projection vectors of h and t on the hyperplane are h , t , 

the head vector and tail vector of the solid projection on the 

hyper plane are connected by rd with a lower error, by 

limiting 
2

1rw  , the score function can be defined as: 

 

  ⊥⊥⊥,, tdhtrhE H              (5) 

 

Which is: 
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Apply to the entity vector of the text representation and the 

TransH training entity vector: 
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We utilize the margin-based optimization method, the loss 

function is defined as: 
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Among which: 
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Based on TransE model, 
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Based on TransH model, 
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In the loss function   max( 0)

x x, , y  is the margin, 

and S is the fact triple present in the knowledge graph, 
s  is 

the counterexample in the knowledge graph, we construct a 

counter-example by randomly replacing the existing entity in 

the existing triplet or tail entity. 

In the optimization process, the stochastic gradient descent 

method is utilized, during the process, 1h , 1rw ，

1t , the path length is selected as 2-step or 3-step, in 

freebase, if 4-step is selected, and there will be billions of 

paths between the two entities, the calculation consumption 

will increase beyond our imagination. 

 

IV. EXPERIMENTS 

A. Dataset and Experiments Setting  

FB15K was utilized as the database for experiments, which 

is a subset of a large-scale knowledge graph Freebase, the 

data statistics in FB15K is shown below in Table I, we 

evaluate the performance of our model and other models in 

the task of knowledge graph complement on this database. 
 

TABLE I: DATASET STATISTICS 

Dataset #Relation #Entity #Train #Valid #Test 

FB15k 1341 114904 472860 48991 57803 

B. Experiment  

Two experimental schemes are adopted to evaluate the 

performance of the model: (1) entity prediction, (2) 

relationship prediction. 

Entity prediction means that when the head entity or tail 

entity in the test tuple is lost, we can reason out the possible 

head entity or tail entity, for each test tuple (h, r, t), we replace 

its head entity or tail entity with each entity in the dataset, 

according to the score from the scoring function E (h, r, t) 

{score function} and the score in ascending order, the 

possible candidates in the data set are arranged. 

Two indicators are adopted as the evaluation index, which 

are the mean Rank of all entities and the proportion of valid 

entities in the top 10 entities. This method is feasible but 

flawed, for example, given a fact triple (Obama, President Of, 

USA), If the head node of Obama is missing, the head node of 

Lincoln may be treated as an invalid prediction, but it is useful 

in the knowledge graph, we will filter out these valid entities 

when we rank these entities. The unfiltered predictions are 

called "Raw" and otherwise are called as "Filter". Here we use 

a reordering method: firstly, all candidate entities are ranked 

by the score of TransE, and then the top 500 candidate entities 

are rearranged by the score of PTransE, the result is as 

follows: 

 
TABLE II: THE EVALUATION RESULTS OF THE ENTITIES 

 
Mean Rank Hits@10(%) 

Raw Filter Raw Filter 

SE 273 162 28.8 44.1 

SME 274 154 30.7 40.8 

TransE 243 125 34.9 47.1 

TransH 212 87 45.7 64.4 

PTransE 200 54 51.8 83.4 

DPTransE 187 46 56.7 87.3 

DPTransH 192 42 58.8 89.2 

 

The experimental results are consistent with our 

expectation, the trend of raw and filter is the same. From 

TABLE II we can see, compared to the TransE, TransH and 

TransR models, our model have obtained more significant 

performance in Mean Rank, on the Hits@10, DPTransH 

model is better DPTransE model, which means that 

DPTransH model performs better than DPTransE model in 



  

dealing with complex relationships. 

The goal of relational prediction is to predict the 

relationships that may exist between two given entities. For 

each test tuple (h, r, t), we replace the tuple with each possible 

relation in the knowledge graph, and then the score of scoring 

function was calculated, all the candidate relationships in the 

dataset are ranked by their ranking in ascending order. Two 

evaluation criteria are utilized in our experiments: Mean Rank 

and Hits@1. 

The results of the relationship prediction are shown in 

TABLE III, from the table we can see that DPTransH 

performs better than other models on Mean Rank and Hits@1, 

the results of TransE, TransH, TransR models are similar. 

This indicates that the way that we consider the relationship 

between the path and the entity description text for the entity 

and the representation of the relationship is valid. The 

relationship in the knowledge map is divided into one-to-one, 

one-to-many, many-to-many and many-to-many, we 

evaluated prediction performance under these four. 

 
TABLE III: THE RESULT OF RELATIONSHIP PREDICTION 

 

Mean Rank Hits@1(%) 

Raw Filter Raw Filter 

TransE 243 125 34.9 47.1 

TransH 212 87 45.7 64.4 

PTransE 200 54 51.8 83.4 

DPTransE 187 46 56.7 87.3 

DPTransH 192 42 58.8 89.2 

 

 
TABLE IV: THE RESULT OF RELATIONSHIP PREDICTION 

 
Predict Head Entities(Hits@10) Predict Tail Entities(Hits@10) 

1 to 1 1 to N N to 1 N to N 1 to 1 1 to N N to 1 N to N 

SE 35.6 62.6 17.2 37.2 34.9 14.6 68.3 41.3 

SME 35.1 53.7 19.0 40.3 32.7 14.9 61.6 43.3 

TransE 43.7 65.7 18.2 47.2 43.7 19.7 66.7 50.0 

TransH 66.8 87.6 28.7 64.5 65.5 39.8 83.3 67.2 

PTransE 91.0 92.8 60.9 83.8 91.2 74.0 88.9 86.4 

DPTransE 92.1 94.2 63.5 85.2 92.5 76.3 90.1 88.5 

DPTransH 91.7 93.7 59.6 88.5 92.6 72.4 89.3 89.9 

 

 

V. CONCLUSION AND FUTURE WORK 

In this paper, we propose two models, which are called 

DPTransE and DPTransH, they both combine the relationship 

path and the entity description text. The DPTransE model 

makes good use of the relationship between the information 

text and the entity in the knowledge graph. DPTransH further 

extends the ability of the model to handle many-to-one and 

one-to-many complex relationships on DPTransE. We 

evaluated our model with tasks such as knowledge graph 

completion and entity prediction. The experimental results 

show that our model have achieved good performance in 

dealing with problems in these scenes. The result indicate that 

we can use the relationship between the entity path and the 

entity's description text to carry out the task of knowledge 

graph completion more effectively.  

In future work, we will apply the relationship path and 

entity description text to TransR, TransD and other models, 

on the other hand, we will also explore how to achieve tasks of 

knowledge graph representation learning and knowledge 

graph completion by combining more effective information in 

the knowledge graph. 
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