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Abstract—Being one of the most powerful and fastest way of 

communication, the popularity of email has led to untoward rise 

of email spam. Spam are unwanted and unsolicited messages 

and the subsequent rise of spam received by email users has 

become a serious security threat. Automatic filtering of spam 

emails, hence, is a promising and research worthy area 

whereupon extensive work has been reported about attempts to 

design machine learning based classifiers. Herein feature 

selection technique can be conveniently applied for developing 

efficient machine learning based classifiers. However, feature 

selection techniques provide a mechanism to identify suitable 

and relevant features (attributes) for any knowledge discovery 

task. The choice of selecting a suitable feature selection 

technique is always a key question of research. The present 

paper compares and discusses the effectiveness of two feature 

selection methods i.e. Chi-square and Info-gain on  machine 

learning techniques namely Bayes algorithm, tree-based 

algorithm and support vector machine with a purpose to design 

a classifier for spam email filtering. The experiment is 

performed using 10-fold cross-validation and performance 

measures such as accuracy, precision, recall are used to compare 

the results. 

 

Index Terms—Classification algorithms, email spam Filtering, 

feature selection.  

 

I. INTRODUCTION 

Email is a fastest, cheapest and efficient way of 

communication. Therefore spammers prefer to send spam 

through email. Spam is defined as Unsolicited Bulk Email 

(UBE). Spam is a big problem as it not only takes recipients 

time and wastes network bandwidth but also floods the 

mailboxes leaving them unmanaged. This increases the 

chances of missing an important email which can cause a 

serious problem to users. The delivery of legitimate emails is 

also affected by large amount of spam-traffic. 

According to Cisco 2014 Annual Security Report, although 

the spam volume was on a downward trend worldwide in 

2013, the proportion of maliciously intended spam remained 

constant. Spammers prey on people’s desire for more 

information in the wake of a major event and trick them into a 

desired action, such as clicking an infected link. Thus, spam is 

not only an irritating factor but also a serious security threat. 

This brings in a great need for spam filters which can 

automatically filter spams and clean our mailboxes. The 

initial spam filters required a user to create rules. These rules 
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were mainly designed by observing patterns in a typical spam 

email such as presence of specific words, combinations of 

words, phrases, etc. To bypass these rules, spammers 

employed content obfuscation techniques. For example,  

splitting or modifying words, such as ‘lottery’ written as 

‘|0ttery’. Machine learning (ML) algorithms, which analyze 

the content of a message, have been successfully used to filter 

email spam. Supervised machine learning methods extract 

knowledge from training datasets supplied and use the 

obtained information to classify newly received email 

messages. ML algorithms automate the process of spam 

filtering and thus don’t require users to be tech-savvy to create 

rules explicitly. Further, these algorithms are adaptive in 

nature and thus adapt to new and changing nature of spam.  

Various ML classification algorithms such as Naïve 

Bayesian classifiers, decision tree (such as J48), Support 

Vector Machine (SVM), etc. have been successfully used to 

solve the problem of spam filtering. Along with these 

classification algorithms, the use of feature selection 

techniques also varied. There is an ample choice for 

classification and feature selection algorithms for spam 

filtering task. The aim of this paper is to investigate the 

effectiveness of various feature selection methods on different 

classification algorithms. In this study, three types of 

classifiers, Naïve Bayes classifier, Support Vector Machines 

(SVM) and J48 have been tested on a well-known publicly 

available data set, Ling-Spam [1] in conjunction with two 

feature selection techniques i.e. Chi-Square and Information 

Gain. Chi-Square [2] is a statistical measure of divergence 

from the expected frequency assuming the feature occurrence 

is actually independent of the class value. Information Gain [2] 

represents number of information bits for prediction of class 

of an attribute in a document. It is also denoted as Entropy (H) 

which is a measure of impurity that helps to decide the 

interestingness of a feature and ensures how much the feature 

is relevant for classification of training data. 

The rest of the paper is organized as follows. Section II 

summarizes related work, Section III describes the overall 

approach, Section IV describes the result analysis and 

performance measures used and Section V concludes the 

paper. 

 

II. RELATED WORK 

As found in literature, the first known machine learning 

approach to filter spam emails was proposed by using Naïve 

Bayes as classifier [3]. The authors incorporated several 

hand-crafted phrasal features, non-textual domain specific 

features and used Mutual Information feature selection 

technique. A series of experiments were performed using 
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Naïve Bayes as a classifier by Androutsopoulos et al. The 

authors carried out a comparison of Naïve Bayes and a 

memory based classifier, studied the effect of attribute size, 

training-corpus size and effect of lemmatization and stopping 

using cost sensitive evaluation measures [4]. Hovold used 

word-position-based variant of Naïve Bayes [5]. Five 

different versions of Naïve Bayes algorithm were compared 

on six datasets in which Flexible Bayes and Multinomial 

Naïve Bayes gave collectively best results [6].  

Islam et al. proposed a model of spam filter using both 

linear and non-linear SVM for tackling text and image based 

spam using appropriate kernel function [7]. The algorithms 

based on decision trees have also been used for the purpose of 

spam filtering. In [8], the author compared three decision tree 

classifiers namely, Naïve Bayes Tree (NBT), J48 and Logistic 

Model Tree (LMT) and it is shown that LMT performed best 

in terms of accuracy and false positive rate. J48 turned out to 

be the best classifier in terms of training time. A Genetic 

Algorithm-Support Vector Machine (GA-SVM) feature 

selection technique is developed in [9] which showed 

significant improvements over SVM in terms of classification 

accuracy and computation time. 

Many comparative studies comparing the performances of 

several classification algorithms can also be found in the 

literature. Youn & McLeod compared four classifiers namely 

Neural Network, SVM, Naïve Bayes and J48 and studied the 

effect of data size and feature size on classification results 

[10]. J48 turned out to be the best classifier in terms of 

accuracy, precision and recall [10]. Lai compared Naïve 

Bayes, kNN, SVM and tf-idf with SVM, called as integrated 

approach. Comparison was performed using different parts of 

email namely, header, subject, body and all (combining all 

three) and the best result was obtained with SVM when 

features from all three parts were used [11]. Only one 

performance measure, accuracy was considered by the 

authors to compare the classifiers. Awad & Elseuofi 

compared Naïve Bayes, kNN, Artificial Neural Networks 

(ANN), SVM, Artificial Immune System and Rough Sets 

classification algorithms. Naïve Bayes turned out to be the 

best classifier. The variation of accuracy, precision and recall 

with different number of features was not studied by the 

authors [12]. Another work by Kumar et al. compared various 

classification algorithms and effect of various feature 

selection techniques namely, Fisher, Relief, Runs Filtering 

and Stepwise Discriminant Analysis. Fisher and Runs 

filtering feature selection techniques gave better performance 

than other feature selection techniques and Random Tree 

classification algorithm in conjunction with Fisher filtering 

gave best result in terms of accuracy [13]. Trivedi & Dey 

compared Genetic Search and Greedy Stepwise Search 

feature selection techniques in conjuction with Naïve Bayes, 

SVM and Genetic Algorithm classifiers. Greedy Stepwise 

Search gave good results and SVM turned out to be best 

classifier in terms of accuracy and false-positive rate [14].  

 

III. THE APPROACH 

This paper compares the machine learning classification 

techniques namely Bayes algorithm, tree-based algorithm J48 

and support vector machine with feature selection techniques 
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to design a classifier for spam filtering. The input documents 

are taken from the well known dataset Ling spam which are 

pre-processed. Ling-Spam contains a total of 2893 emails out 

of which 481 (16.7%) are spam and 2412 (83.3%) are 

legitimate. The experiment is carried out with the help of 

WEKA [15], an open source data mining tool. WEKA has a 

bulk collection of machine learning algorithms made for data 

mining tasks. The Email dataset goes through pre-processing 

to generate Term Document Matrix. A feature vector space is 

created with the matrix. The elimination of irrelevant 

attributes from the training dataset reduces the dimension and 

only the informative words are taken into account for 

classification. It can be done by stopping (removing pronouns, 

prepositions etc.) and stemming (grouping of words from the 

same root word). The feature selection techniques Chi-square 

and Information Gain are applied over the feature vector in 

conjunction with classification algorithms. The whole process 

is described with the help of Fig. 1.

Fig. 1. The overall approach.

A. Feature Selection Techniques

1) Chi-Square (χ
2
)

Chi-Square is a statistical measure of divergence from the 

expected frequency assuming the feature occurrence is 

actually independent of the class value. The evaluation of this 

technique is performed by calculating the chi-square statistic 

with respect to the class of the attribute. For an initial 

hypothesis H0, Chi-squared statistic is calculated as:
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Here,
ijO is the observed frequency and 

ijE is the expected 

frequency. The greater the value of χ
2
, the greater is the 

evidence against the hypothesis H0 [2].

2) Information Gain

Information Gain represents number of information bits for 

prediction of class of an attribute in a document. It is also 

denoted as Entropy (H) which is a measure of impurity that 

helps to decide the interestingness of a feature and ensures 
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The entropy of any subset is calculated as:  
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Here, ( | )jH D X X is the entropy calculated relative to 

the subset of instances that have a value of 
jX for 

attribute X and v is the number of distinct values for attribute 

X. The term 
D

j
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 represents the weight of the j
th

 partition.  

The information gain of an attribute is measured by the 

reduction in entropies: 
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IV. RESULTS AND PERFORMANCE ANALYSIS 

The experiment was performed on the Ling-Spam dataset 

by applying the classification algorithms. The effect of feature 

selection techniques on these classification algorithms was 

also studied and the performance of the classification 

algorithms and their combinations with feature selection 

techniques is compared using the performance metrics. 

For measuring the performance of the combinations certain 

popular performance metrics are used: Accuracy, Precision 

and Recall. These measures can be easily calculated with the 

confusion matrix. True Positive (TP), True Negative (TN), 

False Positive (FP), False Negative (FN) are the 4 

 

TABLE I: CONFUSION MATRIX 

 

Predicted Class 

Spam Legitimate 

Actual 

Class 

Spam TP FN 

Legitimate FP TN 

 

Taking spam as the positive class and legitimate as the 

negative class, the components can be defined as follows: 

True Positive (TP): It is measured by number of spam 

emails correctly classified as spam. 

True Negative (TN): It is measured by number of 

legitimate emails correctly classified as legitimate. 

False Positive (FP):  It is measured by number of legitimate 

emails incorrectly classified as spam. 

False Negative (FN): It is measured by number of spam 

emails incorrectly classified as legitimate. 

1) Accuracy: It is the ratio of emails correctly classified to 

the total number of emails. 
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2) Spam Precision: It denotes the number of spams 

correctly classified to the total messages classified as 

spam. 
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3) Spam Recall: It is the percentage of all spams that are 

correctly classified as spam.  

No.of emails correctly classified as spam

Total no.of spam em
 

s
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A 10-fold cross validation technique is applied for 

calculation of metrics in which the dataset is broken into 10 

parts. Out of 10, training is performed on 9 parts and 1 part of 

the set is used as a test. This method is repeated 10 times and 

finally the mean of the parameters are calculated. 

Table II shows the formula for different performance 

measures used in this study. Accuracy gives the overall 

correctness of the model but not useful for analysing positive 

and negative correctness individually. Precision is used to 

determine the relevant positive classes out of total positives. 

Recall is the percentage of positives that are correctly 

detected as positive class.  
 

TABLE II: PERFORMANCE MEASURES 

Performance 

Measure 

Formula 

Accuracy 
 

TP TN
Accuracy

TP TN FP FN




  
 

Precision 
 

TP
P

TP FP



 

Recall 
 

TP
R

TP FN



 

 

 

A few observations can be made from the experiment. As 

shown in Fig. 2, the best classifier in terms of accuracy is 

SVM. The best accuracy of SVM was 99.34% and was 

obtained when all features were taken into account. With 

feature selection techniques, the accuracy of the SVM 

classifier is slightly decreased. This shows that SVM 

performs better without any feature selection technique. The 

next classifier with higher accuracy is Naïve Bayes. Naïve 

Bayes like SVM remains immune to feature selection 

techniques. The best accuracy obtained with Naïve Bayes is 

~97.8% and remains unaffected even with use of any feature 

selection technique. The next classifier in terms of accuracy is 

J48. J48 reports slight improvement in classification accuracy 

when feature selection techniques are employed. J48 reports 

an accuracy of ~96.7% and when feature selection techniques 

are employed, a slight improvement by ~0.5% is obtained. 
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how much the feature is relevant for classification of training 

data [2]. The entropy of the dataset is calculated using the 

given formula:

components of a confusion matrix as shown in Table I.
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Fig. 2. Spam accuracy. 
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Fig. 3. Spam precision. 
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Fig. 4. Spam recall. 
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Fig. 5. Effect of Chi-square feature selection over accuracy. 
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Fig. 6. Effect of Info-Gain feature selection over accuracy. 
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Following observation can be made from Fig. 3. The best 

classifier in terms of Spam Precision is SVM with consistent 

98% precision in all cases. The next best classifier is Naïve 

Bayes with consistent 97.5% precision in all cases. Next 

classifier is J48 whose precision is improved by more than 1% 

when feature selection is employed, precision goes over 92% 

with feature selection. 

Following observation can be made from Fig. 4. Again 

SVM turns out to be the best classifier in terms of Spam 

Recall with ~97% which again remains nearly unaffected with 

feature selection techniques. Next best performers are Naïve 

Bayes and J48 with ~88% spam recall. 

The following results can be inferred from Fig. 5 and Fig. 6 

that SVM is the best classifier among all the three when no 

feature selection technique is applied. Naïve Bayes classifier 

performs better when Info- Gain feature selection technique is 

used and gives an accuracy of 97.71%. 

 

V. CONCLUSION AND FUTURE WORK 

Among all classification technique SVM is the best 

performer and gives overall best results without employing 

any feature selection techniques. Naïve Bayes and J48 turn 

out to be most consistent and good classification algorithm 

and like SVM, Naïve Bayes has no significant effect of 

feature selection techniques. J48 shows slight improvement 

with feature selection. Among feature selection techniques, 

Info-Gain performs better compared to Chi-square feature 

selection technique. 

In future we can compare more number of classification 

algorithms. An ensemble of SVM or Naïve Bayes can be 

created and evaluated.  
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