
  

  

Abstract—Personalized restaurant recommendation is a 

hotpot in the field of smart tourism. Most existing methods 

focus on user preference mining based on user portraits but 

ignore the importance of mining feature based on integrating 

multi-source information. Hence, a personalized restaurant 

recommendation method based on multi-attribute mining 

(MAM_ResR) is proposed. Having constructed restaurant 

knowledge graph, combining geospatial semantics obtained 

from dining sequence trajectory and inherent attribute 

semantics mined by network embedding of restaurant-attribute 

graph extracted from restaurant knowledge graph, features of 

restaurants fusing multi-source information are obtained. Then, 

using explicit feedback and dining trajectory, the user 

preference fusing multi-attribute feature is obtained. Finally, 

the recommendation list is calculated by similarity between 

restaurant characteristics and user preferences. Experiments 

based on real data show that it is very effective to integrate 

multiple types of information into the recommendation method 

to improve recommendation performance. 

 
Index Terms—Multi-attribute mining, sequence 

representation learning, network representation learning, 

explicit feedback, personalized restaurant recommendation.  

 

I. INTRODUCTION 

With the rapid development of tourism, tourists can make 

dining plan in advance based on information on social media 

or vertical domain websites. The vertical domain website not 

only presents inherent attribute information of restaurants, 

but also shows related users’ feedback information such as 

ratings and evaluations, which can be reference to others. 

However, in order to alleviate the drawbacks caused by 

information overload, it’s of great importance to develop a 

personalized restaurant recommender, which can effectively 

mine multi-attribute information for restaurant feature 

learning and user preference learning [1]. 

At present, the recommendation systems are mainly 

divided into the following categories: association rules [2], 

content-based recommendation [3], collaborative filtering [4], 

and mixed recommendation [5]. The core problem of 

personalized recommendation is how to effectively integrate 

user's historical data, item attributes, context information and 

mine user preferences. Therefore, comprehensive utilization 

of available information is the future trend of 

recommendation system [6]. Deep learning has been widely 
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used, combining which with recommendation algorithm has 

become a research hotpot in recent years. Compared with the 

traditional recommendation method, these methods have 

obvious advantages [7], which can effectively extract item 

features automatically, and can fully mine user preferences 

and interests to achieve user modeling. 

In this paper, considering mining multi-source information 

with deep learning method for recommendation, we propose 

a multi-attribute mining based personalized restaurant 

recommendation model (MAM_ResR). Since the geospatial 

semantic information of restaurant is hidden in the user's 

dining sequence, we first use the distributed representation 

method to model dining sequence to obtain geospatial 

semantic feature. Then we use the network representation 

learning method to mine attribute feature of restaurant in 

restaurant-attribute network extracted from restaurant 

knowledge graph. Combining both, we can obtain vector 

representation of restaurant fusing multi-source information. 

Regarding rating score as attention weight of each restaurant 

in dining trajectory, we can obtain user preference feature. 

Finally, personalized restaurant recommendation can be 

achieved based on the vectors similarity between restaurant 

and user. Experiments on real dataset collected form 

Dianping show the effectiveness of our model in restaurant 

recommendation task. 

The main contributions of this paper are as follows: 

1) We construct the knowledge graph of Guilin restaurants. 

According to restaurant and inherent attribute information 

clawed from Dianping, the knowledge graph of Guilin 

restaurant domain is constructed. Based on this knowledge 

graph, restaurant-attribute network can be extracted. 

2) We propose a multi-source feature leaning method 

based on multi-attribute mining method. Considering 

one-sideness of modeling dining trajectory for geospatial 

feature semantic, we fuse inherent attribute semantic 

obtained from restaurant-attribute network embedding to 

achieve multi-source feature learning.  

3) We propose a personalized restaurant recommendation 

method based on fusing multi-attribute mined from historical 

dining trajectory, restaurant-attribute network and rating 

feedback information. In this paper, we use datasets crawled 

from websites in vertical domain, such as Dianping, to verify 

that the proposed method has good practicability. 

The rest of this paper is organized as follows: after 

describing the existing works related to the current research 

in Section 2, we give the problem description and system 

framework and introduce the MAM_ResR model based on 

multi-attribute mining in detail in Section 3. Section 4 

represents the data processing work and the experimental 

results of the model on the real dataset. Section 5 summarizes 

the content of this article and puts forward suggestions for 
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future research directions. 

 

II. RELATED WORK 

A. Sequence Representation Learning 

There is a strong correlation among local data of a 

sequence. By mining the association among local data and 

using sequence representation learning method, not only the 

individual's feature semantics in the sequence can be 

obtained, but also the whole sequence’s feature semantics can 

be obtained. Sequences exist in many forms, such as text, 

dining trajectory, and product click records.  

Word2vec [8] is an efficient tool to represent words as 

real-valued vectors proposed by Google in 2013. This tool 

uses the idea of deep learning to simplify the processing of 

text content into vector operations in k-dimensional vector 

space through training, and expresses the semantic similarity 

of text by similarity in vector space. Therefore, many 

researchers attempt to solve the problem of trajectory 

sequence modeling based on the idea of word2vec [9].  

In summary, sequence representation learning can capture 

the implicit semantics between items in trajectory sequence 

well [10]. It has strong practicability in application [11]-[13]. 

However, the semantics of the sequence is limited, and other 

auxiliary information needs to be fused to improve the 

recommendation performance. 

B. Network Feature Embedding 

Practical recommendation algorithms need strong 

scalability, which can easily integrate other auxiliary 

information. Information with network structure is special. In 

recent years, network feature learning [14] has gradually 

become a hot research direction in machine learning. The 

basic idea of network representation learning is to maintain 

the similarity of nodes in embedded space and enhance the 

performance of network mining task [15]. Perozzi [16] 

proposes a feature learning algorithm using deep learning for 

graph structure learning. Under the guidance of Word2vec, it 

introduces random walk to generate sequence for training. 

Grover [17] introduced in 2016 is inspired by Word2vec and 

Deepwall. It is an algorithm that maps every node in the 

network to a vector in low-dimensional space by 

unsupervised learning method. This algorithm returns a 

feature representation [18] that maximizes the possibility of 

preserving the network neighborhood of nodes in 

low-dimensional feature space. Because of a large number of 

information with network structures, combining network 

feature learning with recommendation system [19]-[21] can 

effectively enhance the learning ability of recommendation 

system and improve the accuracy and user satisfaction of 

recommendation system. 
 

III. THE MULTI-ATTRIBUTE MINING BASED PERSONALIZED 

RESTAURANT RECOMMENDATION MODEL 

(MAM_RESR) 

For the convenience of reading, we first introduce the 

structure and definitions used in some models. 

Definition 1: Dining Check-in. In social networking 

service, each check-in matches a user, a restaurant and a time 

stamp. The form of check-in data ds is: <u, t, r>. Here is a 

dining check-in example<Li, 2018/06/12, KFC >, denoting 

that the user whose id is Li has dined at the restaurant named 

KFC on the day of June 12th, 2018. 

Definition 2: Dining sequence. We use the item “dining 

sequence” to denote user’s dining situation ordered by time 

stamp, the form of which is:  <u, t1, r1>,…,<u, ti, ri>,…,<u, 

tN, rN>, where N denotes the length of series and ti < ti+1 for 

i≤N-1.  

Definition 3: Restaurant-attribute network. The 

restaurant-attribute network can be represented as an 

undirected graph of G=(V, E), where V represents nodes in 

the network, E represents a undirected edge connecting nodes. 

A restaurant or a specific attribute is a node in the network. 

Edge joints the intrinsic attribute information and a 

restaurant. 

Definition 4: Dining feedback on rating. In relative service 

on vertical websites, like Dianping and Meituan, a user can 

explicitly express a feedback to the restaurant the user has 

consumed by a rating score from 1 to 5, which indicates 

attitude from negative to positive. 

Problem formulation: In this study, we consider the 

restaurant recommendation problem as follows: given a 

collection of users’ dining check-ins, users’ ratings to 

restaurants and restaurants’ attributes (e.g., star-level, 

mean-price, taste-level, etc.), we aim to recommend each 

user with a list of candidate restaurants. 

Framework of the proposed model is shown in Fig. 1. It 

mainly consists of three modules: (1) vector representation 

learning of restaurant geospatial feature semantics (2) vector 

representation learning of restaurant inherent attribute feature 

semantics and (3) user preference mining with explicit 

feedback as attention weight. The three modules are 

discussed separately in the following sections. 

 

Dining sequence

Restaurant 

knowledge graph

Restaurant-

attribute network

Network 

representation learning

Deep representation 

learning

Explicit feedback

Recommendation 

list

 
Fig. 1. MAM_ResR model framework. 

 

A. Restaurant’s Geospatial Semantic Feature Vector 

Learned from Dining Sequences 

The user's dining trajectory has a high similarity with the 

text data. In the text document, the appearance of each word 

is affected by its context. In the user's dining trajectory, each 

dining behavior reflects the influence of past and future 

dining behaviors. Inspired by the word2vec idea, we model 

the dining trajectory sequence to obtain restaurant’s 

geospatial semantic feature vector.  

Given the dining trajectory, 𝑡 = 〈(𝑢, 𝑡1, 𝑟1), … , (𝑢, 𝑡𝑛, 𝑟𝑛)〉, 
let probability 𝑝(r1, r2, ..., rn) be the occurrence rate of this 

trajectory, we formulate the probability as follows: 

 

𝑝(𝑟1 , 𝑟2 , … , 𝑟𝑛) = 𝑝(𝑟1 ) × 𝑝(𝑟2 |𝑟1 ) × …×
𝑝(𝑟𝑛 |𝑟1 , 𝑟2 , … , 𝑟𝑛−1 )         (1) 

 

Assuming that the appearance of each restaurant is only 

related to surrounding 2C restaurants, then: 

9
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𝑝(𝑟1 , 𝑟2 , … , 𝑟𝑛) = ∏ 𝑝(𝑟𝑖|𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑟𝑖)
𝑛
𝑖=1          (2) 

 

where 𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑟𝑖  represents the former C and later C 

restaurants adjacent to the restaurant. A window with size of 

C slide from beginning to end, and the words on both sides of 

the window can be guessed from the middle words of the 

window. The change of C can control the number of words in 

the context window. In the training process, selecting a small 

number of negative cases can effectively reduce the update 

amount of weight parameters and greatly improve the 

calculation efficiency. The parameter controlling the number 

of negative cases is negative. 

Assuming that there are N trajectories in the trajectory set 

and NT restaurants in time order are included in the trajectory 

T, the objective function of the model is: 

 

𝐿 = ∏ ∏ 𝑝(𝑟𝑖|𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑟𝑖)
𝑁𝑇
𝑖=1

𝑁
𝑇=1             (3) 

 

User dining trajectory sequence is used to train word2vec 

three-layer neural network model, update parameter [22], 

obtain restaurant geospatial semantics, and get restaurant 

low-dimensional dense vector representation. The results are 

the basis for subsequent operations. 

B. Restaurant’s Inherent Attribute Semantic Feature 

Vector Learned from Knowledge Graph 

Considering that the dining trajectory sequence can only 

obtain the geospatial semantics of the restaurant, but ignores 

the inherent attribute semantics. Extracted from constructed 

restaurant knowledge graph, inspired by node2vec, the 

restaurant-attribute network can be mapped into the 

low-dimensional vector space for attribute semantics mining. 

A restaurant or a specific attribute is a node in the network. 

Adding all attributes vectors of a restaurant together, we can 

obtain restaurant inherent attribution semantics. 

The extraction of network features is to learn the 

characteristics of the network by solving the optimization 

function. This process can be regarded as the maximum 

likelihood optimization problem. The node2vec method 

defines the representation of the node network and proposes a 

random walk strategy with bias to generate sequence, which 

can effectively retrieve the scattered neighboring nodes and 

return the feature representation of the network in a 

low-dimensional space. These feature expressions maximize 

the likelihood estimation of the neighboring nodes of the 

node. 

Given a network, G=(V,E), the projection function that 

maps the nodes in the network to the feature space is 𝑓: 𝑉 →
𝑅𝑑, where d represents the vector dimension, that is to say, f 

is a matrix of size being |𝑉| × 𝑑 . For any node u in the 

network, 𝑢 ∈ 𝑉 , the neighbor node set, 𝑁𝑆(𝑢) ⊂ 𝑉 , is 

generated by neighbor node sampling method S. The loss 

function is defined as: 

 

𝑚𝑎𝑥
𝑓

∑ log 𝑃𝑟u∈𝑉 (𝑁𝑠(𝑢)|𝑓(𝑢))               (4) 

 

In order to facilitate calculation, two hypotheses are 

introduced: 

1) Conditions are independent, and each neighbor is 

independent to each other: 

 

𝑃𝑟(𝑁𝑠(𝑢)|𝑓(𝑢)) = ∏ 𝑃𝑟𝑛𝑖∈𝑁𝑠(𝑢)
(𝑛𝑖|𝑓(𝑢))              (5) 

 

2)  The symmetry of feature space, in which the influence 

of source node and neighbor node on each other is the same: 

 

𝑃𝑟(𝑛𝑖|𝑓(𝑢)) =
exp (𝑓(𝑛𝑖)∙𝑓(𝑢))

∑ exp (𝑓(𝑣)∙𝑓(𝑢))v∈𝑉
                    (6) 

 

By synthesizing the above three formulas, the final results 

to be optimized are obtained: 

 

𝑚𝑎𝑥
𝑓

∑ [−𝑙𝑜𝑔 𝑍𝑢 +∑ 𝑓(𝑛𝑖) ∙ 𝑓(𝑢)𝑛𝑖∈𝑁𝑠(𝑢)
]u∈𝑉           (7) 

 

For any node in the network, 𝑢 ∈ 𝑉 , with Node2vec 

method, Num-walks sequences whose length is walk-length 

are generated. Assuming that currently residing on node v, 

the last step is to transfer from node T to node v, which 

represents the shortest path distance between node T and 

node x, then the next sampling node x is determined by 

probability distribution: 

 

 
Fig. 2. Random walk strategy. 

 

𝛼𝑝𝑞(𝑡, 𝑥) =

{
 

 
1

𝑝
 if 𝑑𝑡𝑥 = 0

1 if 𝑑𝑡𝑥 = 1
1

𝑞
 if 𝑑𝑡𝑥 = 2

                             (8) 

 

where p is the return probability parameter and q is the 

departure probability parameter. The significance of both is 

to control the balance between depth priority and breadth 

priority. In order to obtain the optimal values of hyper 

parameters p and q, node2vec uses the semi-supervised form 

to learn the node representation using the grid to search for 

the most appropriate parameters. 

The restaurant-attribute graphs are trained by node2vec to 

obtain the inherent attribute semantics of the restaurant, and 

each attribute vector of each restaurant is obtained. The 

attribute feature vector at this time represents a vector 

representation corresponding to each attribute value, and a 

vector representation of the intrinsic attribute feature 

semantics of each restaurant is obtained by accumulating 

various attribute value vectors of the respective restaurants. 

 

Vretaurant
Vattribution

V

t11
u1

t11 t12 t13 t14 t1a

t11
u2

t21 t22 t23 t24 t2a

t11
un

tn1 tn2 tn3 tn4 tna

 
Fig. 3. Vector representation learning of restaurant. 

 

Finally, by adding the geospatial semantic feature vector 

and the intrinsic attribute semantic feature vector of the 
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restaurant, the restaurant vector representation fusing 

multi-source information is finally obtained, that is, V =
Vrestaurant + Vattribution. 

C. User Dining Preference Learned by Hard Attention 

Method  

The vector representation of the restaurant is obtained by 

combining the geospatial semantic features and inherent 

attribute semantic features. In traditional methods, user 

vector representation is gained by modeling human behavior 

and generating user portrait, which ignores the information 

hidden in explicit feedback. Considering the idea that user 

dining preference can be discovered from rating score, we 

propose a hard attention method to obtain the vector 

representation of user dining preference. 

The explicit feedback, rating score, directly indicates the 

user preference for the restaurant. Inspired by the attention 

mechanism that when people notice a target or a scene, the 

distribution of attention within the target or at every spatial 

location in the scene is different, we apply rating to being the 

corresponding attention for a restaurant. The higher the score, 

the more the restaurant contributes to the recommendation 

result, and there should be more attention paid to this 

restaurant. Otherwise, lower rating score means the user’s 

less attention to a restaurant. Therefore, with user dining 

trajectory, each restaurant should be given a corresponding 

degree of attention according to the rating feedback given by 

the user for different restaurants.  

Given user u with check-ins <u, t1, r1>,…, <u, ti, ri>,…,<u, 

tN, rN>, dining historical sequences with rating scores can be 

listed as {< 𝑟1, 𝑠1 >,… ,<  𝑟𝑖, 𝑠𝑖 >,… ,<  𝑟𝑁, 𝑠𝑁 >} . Using 

restaurants vectors obtained from network embedding, with 

rating regarded as corresponding attention, users vectors can 

be seen as a multiplication result.  

 

𝑢𝑖 = ∑
𝑉𝑗∗𝜔𝑖𝑗

𝑛

𝑛
𝑗=1                                        (9) 

 

where 𝑢𝑖  means vector representation of the ith user, 𝑛 

denotes number of restaurants, 𝑉𝑗  means vector of the jth 

restaurant, and 𝜔𝑖𝑗  denotes the attention of user i’s rating 

score on restaurant j, and  𝜔𝑖𝑗=softmax(r)= 
𝑒𝑥𝑝 (𝜃𝑖

𝑇𝑥)

∑ 𝑒𝑥𝑝 (𝜃𝑘
𝑇𝑥)𝐾

𝑘=1

. 

 

Attention net

User embedding

Historical dining trajectory

Element-wise +

Element-wise * 

User

 
Fig. 4. Vector representation learning of user dining preference. 

 

D. Model Application 

We will apply the proposed model to the real restaurant 

recommendation task. In the real restaurant recommendation 

task, the user is more likely to select restaurants similar to the 

previously visited restaurant with high raring score. 

Therefore, we generate a TOP-K recommendation list 

according to the recommendation formula 𝑆(𝑢, 𝑟): 
 

S(u, r) ∝ (𝑉𝑟𝑒𝑠𝑡𝑎𝑢𝑟𝑎𝑛𝑡 + 𝑉𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)
𝑇 ∙ 𝑢            (10) 

 

where 𝑢 represents a attention-based semantic feature vector 

of user u, 𝑉𝑟𝑒𝑠𝑡𝑎𝑢𝑟𝑎𝑛𝑡  represents the geospatial semantic 

feature vector, and 𝑉𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 devotes the attribute semantic 

feature vector. 

 

IV. EXPERIMENT 

In this section, based on real datasets, we evaluate the 

proposed model. Firstly, the data processing and the settings 

in the experiment are introduced. Then, the evaluation 

criteria are introduced. Finally, the experimental results of 

the model are evaluated by the evaluation criteria and 

compared with other methods. 

A. Data Preprocessing 

In order to investigate and evaluate the preferences of the 

eating of users, we collect 25267 check-in and rating of users 

from the public comments. As the largest crowdsourcing 

website for local businesses in China, the website focuses on 

the catering industry in China and has a broad mass base. The 

digital footprint, such as check-in, score and comment, 

usually represents the preferences of users for restaurants. 

Trajectory construction: Sorting out the check-in data of 

user according to the time order, the eating trajectory of user 

can be obtained. In order to remove the noise, the check-in 

data of user in the sequence can be filtered and deleted less 

than three times. 

Knowledge Graph Construction: Restaurant knowledge 

graph stored in Neo4j graph database can be constructed by 

restaurant and attribute information. 

Restaurant-Attribute Network Construction: 

Restaurant-attribute network under each attribute is extracted 

and constructed separately according to the attributes from 

the knowledge graph constructed, forming a network 

structure under a single attribute that each restaurant is 

connected with the corresponding attribute values. A total of 

seven restaurant-attribute network structures are generated, 

namely: restaurant-environment attribute network, 

restaurant-per capita consumption attribute network, 

restaurant-service attribute network, restaurant-taste attribute 

network, restaurant-star attribute network, 

restaurant-category attribute network, restaurant-geographic 

location attribute network.  

The construction process of the restaurant-attribute 

network is shown in Fig. 5. 

 

knowledge graph 

construction 

Restaurant-attribute 

network extraction

Data collecting

 
Fig. 5. Restaurant-attribute network extracting process. 
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B.  Experimental Setup 

Firstly, the parameters of the contrast algorithm are 

adjusted, and the effects of different parameters of the 

algorithm on the experimental results are observed through 

many experiments. Table I lists the adjustable parameters and 

meanings. 

 
TABLE I: LISTS AND MEANING OF PAREMETERS 

Parameter  Parameter meaning 

K Recommended list length 

window_size Sliding window size 

negative Negative number 

num_walks Node 

walk_length Random walk sequence length 

p,q Balance depth-first and 

breadth-first parameters 

 

In the experiment, K is set to be 10, and the parameters of 

the model window=8, negative=4, walk-length=110, 

num-walks=18, dimension=200 are elaborated through 

experimental comparison results. 

C. Evaluation Criteria 

The recall rate index commonly used in recommendation 

system is used for evaluation. In order to ensure the stability 

of the index, 20 experiments are needed to adjust the 

parameters each time, and the average of 20 experiments is 

taken as the final result. 

Randomly select 20% of the data in the database as the 

testsets. Using our model, a top-K candidate restaurant list is 

calculated by ordering similarity between restaurant feature 

semantics and user preference semantics. Definition hit_r@k 

for a single test user, the recall rate for that user is: 

 

ℎ𝑖𝑡𝑟@𝑘 =
𝑘𝑖

𝑇𝑃𝑢
                                (11) 

 

where 𝑘1denotes the number of restaurants included in the 

recommended top-K attraction that existed exactly in the user 

u history dining trajectory, and 𝑇𝑃𝑢  is the total number of 

restaurants  that user u has visited. 

The recall rate Recall@k for all test users indicates the 

probability of a successful prediction for all test sets: 

 

Recall@k =
∑ℎ𝑖𝑡𝑟@𝑘

#𝑎𝑙𝑙_𝑡𝑒𝑠𝑡_𝑢𝑠𝑒𝑟
                       (12) 

 

D. Comparison Algorithm 

In order to verify the effectiveness of fusing multi-source 

information for enriching the semantics of item features and 

user preferences mining based on user's display feedback, 

two algorithms are selected to compare: Doc2vec [23] trains 

user's dining sequence with word2vec three-layer neural 

network model, updates parameters, obtains the feature 

vectors of user's dining trajectory, and obtains the low 

dimension vector representation of restaurant in vector space. 

This method only mine the spatial feature semantics, and user 

preferences are represented by the sequence features of their 

historical dining trajectory. TSTKG4Rec [24] mine not only 

the geospatial semantic features of restaurants from dining 

trajectory but also inherent attribute feature semantics from 

restaurant-attribute network, and the user preferences are 

expressed by using the sequence features of users' historical 

dining trajectory which regard equal attention weight to 

restaurant in dining trajectory. 

E. Analysis of Experimental Results 

1) Effect of different K on the recommended effect 

The parameter in the experiment: K, which is the length of 

the recommended list. The performance of the above three 

algorithms under different K values is tested, wherein the 

value range of K is [1], [20]. 

 

 
Fig. 6. Recall rate of the three methods. 

 

Fig. 6 shows the overall recommended effects of the three 

algorithms under different K values. The analysis concludes 

that the recommended effects of each model increase with the 

increase of K value. Using this dataset, compared with 

TSTKG4Rec, the recommended performance of the 

proposed algorithm is increased by 17% on average, 

reflecting that user preference information can be reflected 

by user feedback to a certain extent. In general, the proposed 

model has a better recommendation than the comparison 

algorithm, indicating that the proposed MAM_ResR model is 

more prominent in the recommendation performance than the 

other two comparison algorithms in the restaurant 

recommendation. It can be well verified that compared with 

the Doc2vec method of obtaining the geospatial semantics of 

restaurants by using the dining trajectory alone and the 

TSTKG4Rec method of acquiring the inherent attribute 

semantics of the restaurant by using the knowledge graph 

alone, combining multi-attribute is effective to improve the 

recommendation effect. The method proposed in this paper 

not only explores the geospatial semantics of restaurants in 

the dining track, but also mines the inherent attribute 

semantic information of the restaurant hidden in the 

restaurant-attribute network. It uses the restaurant vector that 

integrates multi-source information and combines the user's 

explicit feedback to mine user preference fusing multi-source 

information. The recommended effect of this paper reflects 

that it is very effective to integrate the useful information into 

the recommendation method to improve the recommendation 

performance. 

2) Effect of different p, q on recommendation effect 

We have introduced p, q to sample neighbor nodes in the 

above chapter. Using grid search to adjust them, selecting 

different p and q combination values can affect the ratio of 

homogeneity information to isomorphism information in the 

walk sequence. The effect of different p, q combination 

values on the experimental results is shown in Table II. 

It can be found from Table II that the proposed algorithm is 

significantly superior to TSTKG4Rec in terms of 

recommendation performance. When the optimal values of p 

and q are 2, 3, the experimental results are the best. The 

significance of p and q is to control the balance of deep 

traversal and breadth traversal during random walk. The 
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experimental results show that under the data set, when p=2 

and q=3, the structural properties and contents in the 

sequence generation process are similar. The degree reached 

the most balanced state. 

 
TABLE II: EFFECT OF P, Q ADJUSTED ON THE IMPROVEMENT OF 

RECOMMENDATION 

p q ours node 

1 1 0.53 0.53 
1 2 0.54 0.48 
1 3 0.49 0.43 
2 1 0.46 0.37 
2 2 0.51 0.48 
2 3 0.59 0.5 
3 1 0.57 0.44 
3 2 0.55 0.47 
3 3 0.51 0.45 

 

3) The effect of different context window size values on 

recommended  

The parameter in the experiment: window-size, which is 

the size of the context window during training. 

 

 
Fig. 7. The effect of Window_size adjusted on the promotion of 

recommended. 

 

As can be seen from the results shown in Fig. 7, taking 

different window-size values has different effects on the 

recommendation results and it’s not linear. Performance of 

the proposed model under different window-size values is 

significantly better than the other two comparison algorithms. 

When the window-size value is 8, the proposed algorithm and 

the comparison algorithm achieve the best results. Compared 

with TSTKG4Rec, the recommended performance of the 

proposed algorithm is increased by 18% on average. 

4) Effect of different negative sampling values on the 

recommended effect 

The parameter in the experiment: negative, used to set the 

number of negative cases selected during the training. 
 

 
Fig. 8. The effect of Negative adjusted on the improvement of 

recommendation.  

As can be seen from the results shown in Fig.8, the 

adjusting of the negative value has influence on the 

recommendation result. From the overall effect, the 

performance of the proposed model under different negative 

values is significantly better than the other two comparison 

algorithms. When the negative value is 4, the proposed 

algorithm and the comparison algorithm achieve the best 

results. 

5) Effect of different sequence lengths on recommended 

effects 

The parameters in the experiment: num-walks, that is, the 

number of random walk paths through the node. 

 

 
Fig. 9. The impact of num-walks adjusted on the promotion of 

recommendations. 

 

It can be seen from Fig. 9 that when the number of random 

walk sequences passing through the node is 18, the restaurant 

inherent attribute semantics in the restaurant knowledge map 

can be mapped to the low-dimensional space to the maximum 

extent. Fewer sequence paths can’t fully obtain network 

feature. If the number of random walk paths of nodes is too 

large, it is easy to generate noise and cause semantic loss. 

6) The effect of different sequence lengths on 

recommended  

The parameter in the experiment: walk-length, which is the 

length of the random walk sequence. 

 

 
Fig. 10. The effect of adjusted walk-length on the improvement of 

recommendation effect. 
 

From the results shown in Fig. 10, it can be seen that the 

recommended performance of the proposed model under 

different walk-length values is significantly better than that 

of the other two comparison algorithms. When walk-length 

value is 110, the proposed algorithm and TSTKG4Rec 

achieve the best results by setting sliding windows size as 4. 

Compared with the recommendation effect in doc2vec 

algorithm with fixed sequence length of 30, the proposed 

algorithm and the recommendation effect in TSTKG4Rec 
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change with the change of random walk sequence length, but 

the recommendation performance is always better, which 

shows that the network feature semantics is easier to mine 

than the sequence feature semantics. 

 

V.  CONCLUSION 

In this paper, a personalized recommendation method 

based on multi-attribute mining is proposed. This method 

combines geospatial semantics obtained from the dining 

trajectory with inherent attribute semantics obtained from 

restaurant knowledge graph to mine multi-attribute restaurant 

feature. Combining explicit feedback and dining trajectory, 

user preference feature are mined. The recommendation list 

is obtained by calculating the similarity between feature 

vector representation of the user and the restaurant. In order 

to evaluate the proposed algorithm, this paper introduces two 

kinds of experiments. Confirming the appropriate parameter 

settings, and comparing the proposed method with other two 

methods, the experiments verified that the recommendation 

method fusing more auxiliary information can improve the 

recommendation performance. Explicit feedback is effective 

in mining user preference. The next work is to further 

consider how to combine user implicit feedback, such as 

comment information, to obtain user preferences with richer 

semantics, so as to improve the recommendation 

performance of the algorithm. 
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