
  

Abstract—Knowledge discovery is a series of steps to ex-

tract useful information from data sets containing data in 

large volume. Nowadays, data sources contain large number 

of dimensions and data size is getting increased as a result. 

Data is archived in data warehouses now in an aggregate form. 

Data mining techniques to extract knowledge from datasets 

are now being applied in data warehouse. Interesting patterns 

are extracted in the form of association rules from data 

warehouses whereas interestingness measures are used to 

evaluate these patterns. The techniques available for evalua-

tion of association rules were originally developed for trans-

actional databases. In this research work, we enhance our 

previous methodology which extracts association rules in a 

data warehouse environment at multiple levels of abstraction. 

In this work we evaluate these association rules using ad-

vanced measures of interestingness particularly targeting the 

diversity measures. We have applied 9 measures of interest-

ingness on association rules generated in the data warehouse 

and shown our results for diversity. Results further suggest 

that there is a strong correlation between some of these 

measures at cluster level. A future study can be conducted to 

deduce a linear model for prediction of diversity measures at 

lower levels in the hierarchy. 
 

Index Terms—Association rule mining, interestingness, da-

ta warehouse, multi-level mining. 

 

I. INTRODUCTION 

Knowledge discovery is a series of steps to extract inter-

esting information from a data set. Data is available in 

large volumes and high number of dimensions now-a-days. 

Techniques exist which extract knowledge from large data 

sets including data warehouses. In knowledge discovery 

process, patterns can be extracted in the form of association 

rules. Different evaluation measures have been adapted by 

researchers to evaluate the interestingness of the 

knowledge. Such evaluation is necessary as business ana-

lysts are often interested in hidden and interesting patterns 

in the data. 

In some of previous studies the patterns are evaluated 

using statistical approaches [1], [2]. In some of the tech-

niques, authors have relied on conventional measures like 

Support and Count etc. Moreover, a number of researchers 

have used advanced measures of interestingness like Rae, 

Con, Hill, Lift and Loveigner for evaluation purposes. 

However, few issues remain un-addressed when mining in 

a multi-dimensional environment.  

While mining in a data warehouse environment, association 
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rules are evaluated mainly using conventional measures like 

support and confidence. Some authors have started to use 

diversity measures. Few techniques are available which use 

Rae, CON and Hill in a data warehouse environment. There 

is a need to use other diversity measures like variance, 

Simpson, Mchintosh, Lorentz, Shutz and Whittaker to check 

the diversity of extracted patterns.  

Moreover, some studies have been conducted to find 

correlation between different measures in a dataset. How-

ever, these studies are not performed on multiple data sets 

and cannot be generalized. The correlation between differ-

ent measures is also not known when it comes to mining in 

a data warehouse environment. Moreover, in a multi-level 

environment, if such correlation is found, a linear model 

can be used for prediction of these measures in levels under 

a certain level in the hierarchy.  

 In this research work, we have enhanced our previous 

work done in [3]. The previous work included a model 

which extracted patterns in a data warehouse environment 

at multiple levels of abstraction. We evaluated the extract-

ed patterns using diversity measures including Rae, Con 

and Hill. In this enhanced version, we have applied 9 Di-

versity Measures called Rae, Con, Hill, Variance, Simpson, 

Mchintosh, Lorentz, Shutz and Whittaker. We have evalu-

ated the extracted rules using these measures and presented 

out results. We have also investigated the relationship be-

tween these measures at cluster level using Pearson’s Cor-

relation. It is found that some measures have a direct or 

indirect strong relationship. In future, we intend to create a 

linear model using information at cluster level for all diver-

sity measures. The linear model can further be used to pre-

dict diversity measures using other diversity measures at 

other levels in the hierarchy. 

The proceeding sections of the paper are organized in 

the following way: We present the literature review of 

methods/techniques used for evaluation of association rules 

in the past in section 2. Section 3 elucidates the model used 

in this approach with an exemplary dataset. A case study is 

presented in Section 4 which is performed on real world 

dataset called Forest Cover Type taken from UCI machine 

learning website. In Section 5, concluding remarks are 

presented with future guidelines. 

 

II. RELATED WORK 

In this section, we review the previous work done in the 

area of advanced evaluation of association. 

Measures of interestingness allow the business analysts 

to evaluate the extracted knowledge from a dataset. These 

measures of interestingness are divided into two categories. 
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Objective measures of interestingness are based upon 

structure of extracted patterns [4]. Subjective measures of 

interestingness are based upon class of users who examine 

the mining process [5]. In this section we review the pre-

vious work done in the area of advanced evaluation of as-

sociation rules in a multi-dimensional environment using 

interestingness measures.  

The approach presented in [6] for exploration of unex-

pected patterns from datasets includes an algorithm called 

ZoomUAR which is belief driven based upon the user's 

domain knowledge. This approach is tested on an in-house 

data set containing 36 different attributes. The comparison 

of the approach has been made with well known Apriori 

Algorithm. The results suggest that the proposed algorithm 

doesn't generate very strong rules in terms of confidence of 

the rule; however the generated rules are interestingness as 

they were unexpected from the user's expectation. Authors 

conclude that the method discovers only interesting rules 

compared to obvious and irrelevant rules generated by 

Apriori. Authors plan to implement the algorithm on varie-

ty of datasets. 

In order to develop a new criteria for measuring inter-

estingness authors in [7] reviewed objective and subject 

interestingness measures. Authors developed a third type 

called impartial interestingness criteria. This approach re-

quires very little domain knowledge that a naive user can 

provide to eliminate the rules which are not interesting. The 

authors investigated the possibilities to include the inter-

estingness measure in the mining process and found it to be 

useful. 

As an alternate, the authors in [1] worked on indentify-

ing interesting patterns by adapting a skewness based ap-

proach. Authors investigated three measures of interest-

ingness for navigation rules. The approach examines the 

unexpectedness of navigation rules, axis shift in the navi-

gation path, and generalization of association rules.  The 

methodology has been tested using five datasets, and is 

reported to be effective. According to the authors, none of 

the previous measures work for navigation mul-

ti-dimensional data cubes.   

Authors in [2] affirmed that the extracted rules must be 

post-processed after extraction for usability. Moreover, 

selection of right interestingness measures is very im-

portant. In this study RQAT tool has been used with 40 

different interestingness measures. The correlation between 

different measures has been calculated using correlated 

graphs from the tool. These graphs helped to indentify the 

clusters of similar measures.  

 Chandanan and Shukla [8] explain that measuring the 

interestingness of a rule is an important area. The authors 

define the interestingness that covers the aspects like Con-

ciseness, Generality/Coverage, Reliability, Peculiarity, 

Diversity, Novelty, Surprisingness, Utility, and Actionabil-

ity. Conciseness tells how much easy a rule or rule set is 

easy to understand.  Generality defines the coverage of a 

rule set for a dataset. If a condition or a relationship defined 

by rules occurs very often, then the rule is said to be more 

reliable. Peculiarity defines rules which are rarely found in 

the dataset. Diversity measure defines the rules which are 

significantly different from each other in the resultant set. 

Novel rules are not known beforehand and can’t be ex-

tracted without user involvement. If a rule contradicts with 

the user’s existing knowledge, the surprisingness is high 

for that rule. If a rule contributes to the achievement of a 

goal, it is more utilized. If a rule helps in making decision 

on future actions, the rule is said to be actionable.  

As a step towards usage of advanced measures, authors 

in [9] worked on extraction of diverse-frequent patterns 

from transactional databases. Authors proposed a new in-

terestingness measure called DiverseRank to rank frequent 

items on the basis of Diversity. A real world dataset has 

been used to test the effectiveness of the approach. It was 

found that the resultant patterns from the approach are dif-

ferent from the support-based approach. However, it is not 

clear as if the approach will be suitable for large size data-

bases. 

 In another case study, authors in [10] emphasize the ge-

neric measures like support and confidence cannot be used 

to validate the association rules extracted in a multi-level 

mining environment. Moreover, such measures are also not 

able to extract interesting information for the users. Au-

thors used diversity and peculiarity measures for interest-

ingness evaluation in their work. BookCrossing dataset has 

been used to test the measures. Results are reported for 

both diversity and peculiarity measures for the same dataset. 

The results acknowledge that the measures can be used to 

identify the potential interesting rules from the datasets 

while mining at multiple levels in the concept hierarchy. 

The work done in this research only focuses on transac-

tional databases. 

Advanced measures of interestingness were used by [11]. 

The methodology proposed by the authors’ extracted pat-

terns from data cubes using Meta rule guided mining. The 

authors used advanced aggregated measures for measuring 

the interestingness of patterns. Lift and Loveinger measures 

are used to evaluate the interestingness of the extracted 

patterns. The advanced evaluation process worked as a 

module in the OLEMAR (Online Environment for Mining 

Association Rules) framework presented by the authors. 

The framework included visualization support for the visu-

alizing the extracted patterns in an effective way. Usage of 

advanced measures of interestingness allows the possibility 

to un-ambiguously evaluate the extracted patterns.  

Authors in [12] proposed the use of sixteen measures of 

interestingness which work in multi dimensional environ-

ment and are based on summarized data instead of typical 

transaction data. These measures are based upon diversity, 

dispersion, dominance and inequality. Authors provide 

results of these measures based upon a sample dataset. The 

results show that the order in which some of the measures 

rank summaries is highly correlated. This results in two 

groups of measures in which summaries are ranked in sim-

ilar fashion. Authors emphasize that highly ranked sum-

maries are a starting point for evluation of extracted 

knowledge. Authors further emphasize that the usage of all 

measures is tested against datasets of variety of population. 

In another research study, authors in [13] worked on 

ranking summaries in data sets. Authors deduced that Rae, 
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Con and Hill measures satisfied the principals for ranking 

summaries. Moreover, these measures can further be used 

to evaluate the interestingness of the extracted knowledge. 

Authors worked on classification of diversity measures into 

groups by using Correlation. However, it is not clear that 

this classification will fit to all data sets or not.  

 The measures proposed by [13] were used by [14] in 

their research work which extracted patterns from a mul-

ti-dimensional schema. The authors applied Rae, Con and 

Hill measures in order to evaluate the extracted association 

rules for interestingness. It was found that the rules ex-

tracted from the technique were more diverse as compared 

to the rules extracted from the original data. 

 In a similar but theoretical work, [15] presented a con-

ceptual model for mining of association rules at multiple 

levels of abstraction. The model was intended to create a 

multi-dimensional schema at different levels in the hierar-

chy which could be used to extract patterns in the form of 

association rules. Authors suggested that these patterns 

should be evaluated using advanced measures of interest-

ingness, since these patterns are extracted in a mul-

ti-dimensional environment. The implementation of the 

model, however, was not included in the research work.  

The model was implemented by the same authors in [3], 

which included two case studies on real world data sets. 

Authors extracted patterns using the proposed model in 

previous study and evaluated these patterns using advanced 

measures namely Rae, Con and Hill. The authors compared 

the increase in diversity (while mining using their model 

and actual data) with another study done on similar pattern. 

According to authors, the increase in diversity in their case 

was more than the previous approach. Same authors ex-

tended the concept by adding a visualization component in 

[16]. The evaluation of association was done using same 

measures that is Rae, Con and Hill in the enhanced version 

as well.  

Although objective measures are used mainly in evalua-

tion of patterns for interestingness, [5] emphasize that it is 

important to use subjective measures of interestingness of 

patterns along with the objective measures. From subjec-

tive point of view, a pattern may be unexpected or actiona-

ble and thus it can be interesting. Authors suggest that a 

pattern can be actionable and unexpected at the same time. 

Similarly, a pattern can be unexpected and non-actionable 

at the same time. The authors conclude that these two types 

of interestingness are in general, independent of each other. 

It is clear from previous studies that usage of interest-

ingness measures has been recently increased while mining 

in data warehouse environment. Interestingness of associa-

tion rules in a data warehouse environment is being con-

sidered as a challenging task. Conciseness, Generali-

ty/Coverage, Reliability, Peculiarity, Diversity, Novelty, 

Surprisingness, Utility, and Actionability have been intro-

duced theoretically. In some approaches, authors have used 

single or multiple statistical methods to address the issue of 

interestingness. Similarly, some authors have continued to 

use conventional approaches to measure the interestingness 

which were developed for transactional databases. Some 

authors have used advanced measures like Lift and 

Loveinger. In some other approaches diversity measures 

like Rae, Con and Hill are used. From previous studies, it is 

clear that there is a potential requirement of implementa-

tion of interestingness measures in association rule mining 

over data warehouses. Moreover, if mining is done in a 

multi-level environment, and correlation between different 

measures is found, the study leads to development of a lin-

ear model for prediction of diversity measures at each level 

in the hierarchy. 

 

III. MEASURING DIVERSITY OF PATTERNS EXTRACTED FROM 

A DATA WAREHOUSE  

It is evident from the previous studies that most authors 

believe in evaluation of extracted knowledge through in-

terestingness measures. However since previously 

knowledge extraction was done in transactional databases, 

therefore some authors continued to use same measures in 

multi-dimensional environment. We believe that since the 

data is available in aggregate form in data warehouse envi-

ronment, only the measures which are valid for data ware-

house environment should be used. So there is a strong 

need to use advanced measures of interestingness for eval-

uation of extracted in data warehouse environment. It will 

also be interesting to see if there is correlation between 

different measures at cluster level while mining in mul-

ti-dimensional environment. 

In [12] authors identified sixteen measures which can be 

used to rank the interestingness of summaries generated 

from a database. The measures are based uon the diversity 

criteria. The authors checked the effectiveness of these 

measures on a generic database. This work was further 

extended by [13] who added three more measures to the list. 

We now briefly explain 9 measures of interestingness 

which we intend to use for pattern evaluation in the data 

warehouse environment. 
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The measures described above were used to rank sum-

maries in a generic database, however since the measures 

were used to work with summarized information, we be-

lieve that these measures can be used to deal with the in-

terestingness measurement in data warehouse environment. 

In our case, knowledge is extracted in the form of associa-

tion rules in a data warehouse environment. We now pro-

vide some detail on the model that we intend to use for our 

previous research work. 

In our model, the dataset is taken in original form for 

mining purposes. The process is started by applying Ag-

glomerative Hierarchical Clustering which uses numeric 

variables during the process. As a result, clusters of data 

are obtained at each level in the hierarchy. For instance, the 

whole data set is divided into two clusters C1 and C2 and 

at next level C1 is divided into C11 and C12. In order to 

apply pick top ranked variables at cluster level, we use 

PCA (Principal Component Analysis). We convert nominal 

variables to numeric variables using Rossarios's Approach 

[17]. At the end of this process, all clusters contain data in 

numerical format only. PCA is applied at each cluster level 

to rank variables. We group natural categories together 

within nominal variables to treat related categories as one 

group. In next step, a multi-dimensional schema (STAR 

schema) using top ranked variables. Nominal variables are 

taken as dimensions where as numeric variables are treated 

as facts in the schema. Data from each cluster is obtained 

within the data warehouse and Apriori Algorithm is applied 

on data warehouse to obtain association rules. 

We now take an exemplary data set D related to Movies, 

Concerts and TV shows data taken from the IMDB data-

base. The data set contains 154 records. Numeric variables 

include No. of Votes, Gross Income, Rating and Cast 

Count. The nominal variables include Genres, Company 

and Production Status. All steps are applied as described 

before and patterns are extracted in the form of association 

rules. Rules generated from Cluster C1 are shown in Table 

I. 

We applied Rae, CON, Hill, Variance, Simpson, Mchin-

tosh, Lorentz, Shutz and Whittaker measures proposed by 

authors in [12]. These measures are categorized as diversity 

measures. The values of these measures are shown in Table 

II below. The values in Table II show that the values of 

different measures have almost similar relationship with 

each other in both Rule Sets. However, nothing can be es-

tablished as a fact without a reasonable number of rule sets. 

We proceed to a case study having large number of dimen-

sions which results in a large number of rule sets. These 

rule sets can be used to confirm if there is a relationship 

between these measures across the rule sets.   

The next section represents the implementation of diver-

sity measures on a real world dataset taken from UCI ma-

chine learning website. 

 

 

TABLE I: LIST OF RULES EXTRACTED – CLUSTER C1 

S. No Rules Importance 

1 If ProductionStatus[Group2]Company [Paramount] 1.17 

2 If Genres [Group1] & ProductionStatus [Group3]Company [20th Century Fox] 1.06 

3 If ProductionStatus [Group1] & Genres [Group2] Company [Paramount] 0.91 

 
 

TABLE II: RESULTS OF DIVERSITY MEASURES AGAINST DIFFERENT RULE SETS IN CLUSTER C1 

Rule Set Rae CON Hill Variance Simpson Mchintosh Lorentz Shutz Whittaker 

R1-R2 0.92 0.96 -0.09 0.01 0.89 -3315.5 6316.9 331.9 -3117.0 

R3-R4 0.54 0.56 -1.43 0.03 0.49 -2735.1 4321.7 2657.0 -2615.9 

 

IV. CASE STUDY 

In this section, a case study on Adults dataset is present-

ed which his taken from UCI Machine Learning Reposito-

ry[18]. There are 13 variables in this data set including 

both nominal and numeric variables. The data set contains 

8 nominal and 5 numeric variables. The data set consists of 

48,482 rows in total. Initially, the dataset had missing val-

ues which were removed and 61% of the whole dataset 

(comprising of 30,162 rows) is used in the case study. For 

pattern extraction, all steps are applied as described before 

and patterns are extracted in the form of association rules. 

Rules generated from Cluster C1 are shown in Table III.  

We now calculate the values of 9 diversity measures 

namely Rae, Con, Hill, Variance, Simpson, Mchintosh, 

Lorentz, Shutz and Whittaker. For the purpose of calculat-

ing these measures, we pass the support values to our pro-

totype application and calculate all measures at once. The 

results are given in the Table III. Rule sets are given on left 

side, and diversity values against each measure are provid-

ed on right side. We focus on the values given at the end of 

the table where rule set size is increased. These values are 

shown in bold in the Table IV. 

In order to find the relationship between these measures 

for the whole cluster, we created three chats. We kept Rae, 

Con, Simpson and Variance in a separate set as these val-

International Journal of Knowledge Engineering, Vol. 4, No. 1, June 2018

63



 

  

ues were very low as compared to the other measures. It 

can be observed from Fig. 1, that the relationship between 

all of these measures remains similar in each rule set. For 

instance, the value of Rae and Simpson measures is similar 

in every rule set. Moreover, Con measure has a value in 

between the value of Rae and Simpson in the respective 

rule set. Interestingly, the values of these measures drop as 

the rule set size increases. However, the inter-relationship 

between these values remains almost same in a rule set. 

We created another comparison chart to monitor the 

relationship between Lorentz and Shutz measure. These 

measures are compared separetly, as the values are higher 

than other measures. The results of these measures are 

shown in Fig. 2. The results show that the relationship 

between both measures is almost similar across the rule 

sets. The chart shows that the value of Shutz remains lower 

than Lorentz across all rule sets in almost similar ratio.  

We see that the given charts (Fig. 1, Fig. 2 and Fig. 3) 

depict that there is a relationship between different 

measures, and interestingly the proportion of relationship 

appears same in all rule sets. The results are passed to the 

statistical analysis tool called SPSS (Statistical Package for 

Social Science) to calculate Correlation Coefficients be-

tween different diversity measures.  

The Correlation Coefficient has value between -1 and 1. 

If Correlation Coefficient is positive and higher than 0.50, 

there is a strong positive relationship between two variables. 

Positive relationship means that two variables are directly 

proportion to each other. Contrary to this, if the Correlation 

Coefficient is negative and higher than -0.50, there is a 

strong negative relationship between two variables. Nega-

tive relationship means that two variables are in-directly or 

inversely proportional to each other.  

  

 

TABLE III: RULE GENERATED FROM OUR MODEL ALONG WITH IMPORTANCE VALUES 

Rule Importance 

1)  Occ. Group =Group3, Sex Group=Group-OthersWork Class = Local-gov 0.95 

2)  Occ. Group = Group 3  Work Class = Local-gov 0.95 

3)  Occ. Group =Group3, Sex Group =Group-Others Work Class = Local-gov 0.83 

4)  Occ. Group =Group-Others, Sex Group=Group-OthersWork Class = Private 0.11 

5)  Occ. Group = Group-Others  Work Class =Private 0.11 

6)  Occ. Group = Group 3  Work Class =Private 0.11 

7)  Occ. Group =Group 3,Sex Group =Group-Others Work Class =Private 0.11 

8)  Occ. Group =Group 3,Sex Group =Group-Others Work Class =Private 0.10 

9)  Occ. Group = Group-Others  Work Class =Private 0.09 

10) Occ. Group =Group-Others, Sex Group =Group-Others Work Class =Private 0.09 

Occ.* = Occupation 

 
TABLE IV: RESULTS OF DIVERSITY MEASURES USING DIFFERENT RULE SETS IN CLUSTER C1 
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2 

Rules 1-2 0.53 0.23 -0.86 0.03 0.53 -2876.74 5021.44 2695.00 -2694.00 

Rules 3-4 0.51 0.15 -0.94 0.01 0.51 -1835.39 3307.56 1766.50 -1765.50 

Rules 5-6 0.50 0.04 -0.99 0.00 0.50 -2934.48 5475.89 2892.00 -2891.00 

Rules 7-8 0.50 0.01 -1.00 0.00 0.50 -1302.32 2414.00 1277.50 -1276.50 

Rules 9-10 0.50 0.07 -0.99 0.00 0.50 -2217.42 4124.56 2175.00 -2174.00 

3 

Rules 1-3 0.37 0.23 -1.59 0.02 0.37 -2577.45 6442.21 3447.00 -3446.00 

Rules 4-6 0.34 0.11 -1.89 0.00 0.34 -2701.07 7201.79 3906.50 -3905.50 

Rules 7-9 0.36 0.21 -1.64 0.02 0.36 -1799.00 4453.79 2438.00 -2437.00 

4 
Rules 1-4 0.27 0.17 -2.53 0.01 0.27 -2454.51 8269.74 4461.50 -4460.50 

Rules 5-8 0.29 0.22 -2.31 0.01 0.29 -2426.31 7857.32 4169.50 -4168.50 

5 
Rules 1-5 0.22 0.14 -3.49 0.00 0.22 -2599.03 10915.00 5967.00 -5966.00 

Rules 6-10 0.22 0.15 -3.42 0.00 0.22 -2134.52 8890.38 4839.00 -4838.00 

6 Rules 1-6 0.18 0.12 -4.48 0.00 0.18 -2634.06 13385.59 7353.50 -7352.50 

7 Rules 1-7 0.16 0.13 -5.16 0.00 0.16 -2525.57 14638.97 7996.50 -7995.50 

8 Rules 1-8 0.14 0.13 -5.84 0.00 0.14 -2433.14 15853.79 8631.00 -8630.00 

9 Rules 1-9 0.12 0.11 -6.83 0.00 0.12 -2420.71 17912.82 9791.50 -9790.50 

10 Rules 1-10 0.11 0.10 -7.78 0.00 0.11 -2384.38 19739.57 10806.0 -10805.00 

 
The results of Correlation Analysis performed in SPSS 

are given in Table V. All measures are given on top as well 

as on the left hand side of the table. The intersection of a 

top measure with the measure on left has value of Correla-

International Journal of Knowledge Engineering, Vol. 4, No. 1, June 2018

64



 

  

tion Coefficient between the two. For example 3
rd

 cell in 

the 3
rd

 row has Correlation Coefficient (0.917) of Rae 

measure with Hill measure.  

Some of the values have Correlation Coefficient lie be-

tween 0.50 and -0.50. Moreover, some values of Correla-

tion Coefficient are greater than 0.50 or greater than -0.50. 

These show a strong relationship. These values are high-

lighted in the Table III. For example Rae measure has a 

strong Correlation with Hill, Simpson, Lorentz, Shutz and 

Whittaker with C.C values 0.917, 1.0, -0.916, -0.917 and - 

0.917 respectively. Con measure has a strong Correlation 

with Variance only with a C.C value 0.783. Hill measure 

has strong Correlation with Rae, Simpson, Lorentz, Shutz 

and Whittaker with C.C. values 0.917, 0.917, -0.985, 

-0.986 and -0.986 respectively. Similarly Correlation be-

tween other different diversity measures is given in the 

same table. 

 
 

 
Fig. 1. Comparison of Rae, Con, Simpson and Variance measures across rule sets in cluster C1. 

 

 
Fig. 2. Comparison of Lorentz and Shutz measures across rule sets in cluster C1. 

 

 
Fig. 3. Comparison of Hill, Mchintosh and Whittaker measures across rule sets in cluster C1. 

 

In this case study, we have calculated 9 diversity measures using the support values calculated from the as-
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sociation rules extracted from the data warehouse. Moreo-

ver, we have shown that some of these measures are 

strongly correlated with each other. This relationship 

looked to be significant through charts. However, we have 

performed Correlation Analysis in order to confirm the 

correlation. Further analysis of the results was not done due 

to time limitations. We believe that this study can be ex-

tended in few directions. Firstly, this correlation can be 

checked at different levels in the hierarchy for each cluster 

data. An analysis can be performed in the results to see 

how correlation behaves at different levels. Secondly, Cor-

relation Analysis only confirms that there is a relationship 

between measures. If Correlation is strong, we can extend 

the study to develop a linear regression model. Such model 

will help to predict different diversity measure values using 

some known diversity measure values. For example, if we 

know the values of Hill and Mchintosh, the linear model 

can provide us a value of Rae measure. Another possible 

direction is to perform this predictive linear model for 

un-limited number of hierarchies/levels.  
 

TABLE V: PEARSON’S CORRELATIONS COEFFICIENT OF DIVERSITY MEASURES IN CLUSTER C1 

Pearson’s Correlation Coefficients of Diversity Measures  
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Rae 1 -.073 .917** .436 1.000** .211 -.916** -.917** .917** 

Con -.073 1 .110 .783** -.073 -.232 -.069 -.070 .070 

Hill .917** .110 1 .466 .917** .173 -.985** -.986** .986** 

Variance .436 .783** .466 1 .436 -.068 -.441 -.441 .441 

Simpson 1.000** -.073 .917** .436 1 .211 -.916** -.917** .917** 

Mchintosh .211 -.232 .173 -.068 .211 1 -.332 -.328 .328 

Lorentz -.916** -.069 -.985** -.441 -.916** -.332 1 1.000** -1.000** 

Shutz  -.917** -.070 -.986** -.441 -.917** -.328 1.000** 1 -1.000** 

Whittaker .917** .070 .986** .441 .917** .328 -1.000** -1.0** 1 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

V. CONCLUSION 

In this paper we have applied 9 diversity measures on 

patterns extracted from a data warehouse environment. We 

have seen that the diversity measures have a strong correla-

tion with each other in all rule sets in a cluster. Since we 

mine in a multi-level environment, we used statistical 

method called Correlation Coefficient to confirm this rela-

tionship. In future, Linear Regression can be utilized to 

create a linear model between diversity measures. Such 

model can help to predict diversity values at different lev-

els using values of the diversity in the above levels in the 

hierarchy.  
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