
  

 

Abstract—We are developing an anomaly detection system 

for video data that uses machine learning. The proposed system 

has two subsystems: feature extraction and anomaly detection. 

We developed two feature extraction systems. One uses 

traditional manual steps and the other uses machine learning, 

i.e., a neural network. For the anomaly detection system, we 

employ machine learning technology that we have developed for 

a cyber-attack detection system. Results confirm that both 

prototypes can detect anomalous events in experimental video 

data. 

 

Index Terms—Anomaly detection, machine learning, video, 

Jubatus. 

 

I. INTRODUCTION 

There are many surveillance cameras installed in many 

locations such as stores, banks, roads, and airports. Most 

video data from such cameras are only recorded for 

emergencies and are watched only after such an event occurs. 

In some cases, security guards watch the videos, but this is 

not effective from cost and performance perspectives. We are 

developing a video system that can automatically detect 

irregular events from video images in real time. In addition, 

we have been developing a cyber-attack detection system that 

uses machine learning technology [1]. We have applied this 

technology in our cyber-attack detection system to video 

images. 

Our system is composed of two subsystems: a feature 

extraction subsystem and an anomaly detection subsystem. 

We developed two extraction subsystems. One prototype 

uses a traditional approach. We developed this system to be 

suitable for the specialized application and manually tuned 

the system. The other prototype uses machine learning 

technology, i.e., a neural network. The system parameters are 

automatically tuned. For the anomaly detection subsystem, 

we developed the system using Jubatus and used the local 

outlier factor (LOF) algorithm. This approach also uses 

machine learning technology. 

 

II. PREVIOUS WORK 

We have been developing a cyber-attack detection system 

that uses machine learning technology [1]. An overview of 

this system is shown in Fig. 1. The system collects system 

logs, i.e., traffic and operation logs. All collected logs are 

statistically analyzed and learned as normal data. In this 

period, we estimated that the system is not under attack. The 
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system can detect new attacks after the learning period. 
 

 
Fig. 1. Overview of system processing flow of cyber attack detection system. 

 

In the cyber-attack detection system, the traffic or 

operation log data are well formatted, and it is easy to extract 

feature vectors using existing tools (e.g., tcpdump). However, 

this is not the case with video data. We require a special tool 

that is suitable for this purpose. Here, we describe two 

prototype feature extraction tools. 

 

III. SYSTEM OVERVIEW 

Our anomaly detection system for video data is illustrated 

in Fig. 2. 
 

 
Fig. 2. Anomaly detection system for video. 

 

Our system comprises two subsystems. The video image is 

sent to the first subsystem, i.e., feature extraction. We 

developed two feature extraction subsystems. One prototype 

is a hand-made system. All the inner steps are manually 

designed. The other prototype is a feature extraction system 

that uses machine learning technology. All features are 

determined in the machine training phase. Both cases are 
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detailed in the following sections.  

After some features are extracted from the video, the 

anomaly detection subsystem determines if the features are 

normal or abnormal. This part runs on Jubatus, a machine 

learning framework. This part will be explained later. 

 

IV. SYSTEM DETAILS 

A. Feature Extracting Subsystem 

We developed two feature extraction subsystems. One is a 

hand-made feature extraction subsystem. The other is an 

automatic feature extraction subsystem that uses machine 

learning technology. 

1) Hand-made feature extraction: Prototype I 

First, we manually developed a feature extraction system 

[2] using a traditional method that combines several image 

analyzing steps. The prototype is written in C++ using the 

opencv2 library. 

This prototype has the following steps. 

a) Background removal 

The background is removed from each video frame in 

order to detect moving objects. In our prototype, the 

background is recorded separately (Fig. 3). 
 

 
Fig. 3. Background removal. 

 

 
Fig. 4. Key point detection. 

 

b) Feature point extraction and matching 

First, key points are found in the remaining moving objects 

c) Labeling 

At the same time as step b), we set the label for each object. 

d) Create one flow vector for one label 

For every flow vector with the same label, we calculate the 

average speed (vxave, vyave) and the center of the object (xcenter, 

ycenter). A 4D vector (vxave, vyave, xcenter, ycenter) is generated to 

represent every vector in a single object (Fig. 6). 
 

 
Fig. 5. Key point matching. 

 

 
Fig. 6. Labeling and one flow vector. 

 

e) Regularization 

Each flow vector (vxave, vyave, xcenter, ycenter) is normalized 

such that each value is between 0 and 1. 

At this point, each frame has several representative vectors 

for each object in the frame. We use these vectors as feature 

vectors for the frame and send them to the next step (i.e., the 
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(Fig. 4). Then, similar key points from two consecutive

frames are matched. These two steps are executed using

Oriented FAST and Rotated BRIEF [3].

From the matched similar points (x0, y0) and (x1, y1), we 

create a flow vector (x0, y0, vx = x1 − x0, vy = y1 − y0). This 

flow vector shows the speed of each key point (Fig. 5).



  

anomaly detection subsystem). 

2) Automatic feature extracting: Prototype II 

We use neural networks to extract features in the second 

feature extraction prototype. 

Neural networks have been extensively studied [4]. Recent 

prominent research in the area of speech recognition and 

image recognition [5], [6] has received significant attention 

from researchers and companies. Here, we provide a brief 

overview of neural networks [7]. 

A simple neural net is shown in Fig. 7. There is a single 

neuron and some input x. The output is as follows: 

 

ℎ𝑤 ,𝑏 𝑥 = 𝑓 𝑊𝑇𝑥 = 𝑓  𝑊𝑖
3
𝑖=1 𝑥𝑖 + 𝑏 .             (1) 

 

Here, f(x) is an activation function. This is usually a 

nonlinear function, which can be expressed as follows: 
 

 
Fig. 7. Simplest neural net. 

 

 
Fig. 8. Neural net. 

 

𝑓 𝑧 =
1

1+exp  −𝑧 
.                                      (2) 

 

A neural network is composed of many neurons (Fig. 8). 

The network structure is designed according to the target 

problem. Many architectures have been proposed by 

researchers.  

After the network structure is determined, a good 

parameter set, i.e., (W, b) should be found to best describe the 

target problem. For a dataset (xi, yi), xi is input and yi is output. 

Then, the error J of this neural network can be calculated as 

follows: 

 

𝐽 𝑊, 𝑏; 𝑥, 𝑦 =
1

2
 ℎ𝑊,𝑏 𝑥 − 𝑦 

2
.                    (3) 

 

Typically, J is referred to as a cost function. A back 

propagation algorithm is used to find a good set of (W, b) to 

minimize the cost function. However, in our case, we only 

have input dataset (xi) and cannot use back propagation. 

Therefore, we use the auto encoder technique to train the 

network. 

In the auto encoder, the neural network is composed of two 

layers: encoder and decoder. The input and output data are 

the same. Training is performed as in a normal neural 

network, such as with back propagation. After training, the 

encoder layer is used to represent the input data. Typically, 

the auto encoder is used to pre-train multilayer neural 

networks to find a better starting point to fine tune a huge 

neural network (Fig. 9). 
 

 
Fig. 9. Auto encoder. 

 

As this is unsupervised learning, we use a denoising auto 

encoder to train the system. The network configuration is 

shown in Fig. 10. 

Our prototype is written in Chainer [8]. In the prototype, 

the input image is converted to 8-bit grayscale and resized to 

64 × 64 pixels. The neural network has one layer that consists 

of 64 × 64 nodes, 32 × 32 outputs, and is fully connected. We 

use the sigmoid function for the activation function. 

B. Anomaly Detection Subsystem 

After feature vectors are sent to the anomaly detection 

subsystem, all vectors are analyzed using Jubatus [9].  

1) Jubatus 

The amount of video data is increasing dramatically. To 

analyze such data in real time, it would be beneficial to apply 

“big data” analysis technology. 

A well-known big data analysis tools is Hadoop. Hadoop is 

an open source software tool. It is used in many fields such as 

recommendation, web search, and text mining. Hadoop is 

typically used in batch processing. However, it is somewhat 

difficult to use Hadoop for real-time analysis. 

We use Jubatus as our real-time analysis platform. Jubatus 

is a distributed machine learning platform developed by NTT 

and PFI. Jubatus was developed for real-time deep analysis in 

a distributed environment. 

Jubatus includes many major machine learning algorithms. 

We use the LOF algorithm for anomaly detection.  
 

 
Fig. 10. Feature extracting subsystem. 

 

2) LOF 

There are several definitions of outliers. Hawkins 
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described outliers as “an observation that derives so much 

from other observations as to arouse suspicion that it was 

generated by a different mechanism” [10]. 
 

 
Fig. 11. 2-d dataset. 

 

In most cases, this definition is sufficient to detect outliers. 

However, as seen in Fig. 11 [11], although o1 can be detected 

as an outliner, o2 cannot be detected as outlier. The LOF 

algorithm is designed to find such cases. The details of the 

LOF algorithm are explained in the literature [11]. 

3) Anomaly detection 

In this subsystem, we must first train the Jubatus server 

with normal data (training phase). Then, we can determine if 

the data are normal or an anomaly (Fig. 12). With the LOF 

algorithm, normal data return an LOF value that is close to 1. 

Abnormal data return an LOF value that is much greater than 

1.  
 

 
Fig. 12. Anomaly detection using Jubatus. 

 

 
Fig. 13. Experimental video data. 

 

V. EXPERIMENT 

We evaluated our system using a simple video. The 

training (normal) video is a scene in which several humans 

are walking. The test (abnormal) video is a similar video; 

however, it contains a scene in which one person is falling 

down (Fig. 13). Both videos are one minute long. 

The LOF scores obtained in the experiment are shown in 

Figs. 14 and 15. 

In both prototypes, the falling scene (approximately frame 

600) was detected with a high LOF value, i.e., abnormal. 

In the hand made prototype I, frames with no objects had 

no flow vectors. Hence, there was no LOF score. 
 

 
Fig. 14. Result of proto type I (hand-made feature extractor). 

 

 
Fig. 15. Result of proto type II (automatic feature extractor). 

 

Although both prototypes could detect anomalous events, 

we believe that prototype II is suitable for a wider application 

because it tunes the feature extraction process using neural 

network technology. Neural network technology is 

advancing rapidly, and such technology can be applied to our 

anomaly detection system. 

 

VI. FUTURE WORK 

The following issues will be the focus of future work. 

A. Evaluation Method 

In this study, we evaluated whether our prototypes could 

detect irregular events using the result graphs (Fig. 14 and Fig. 

15). In the next step, we require a numerical evaluation index, 

such as error or detection rates. To make the evaluation more 

feasible, we also required standard video data. 

B. Time Series Information 

We used only frame data in the second prototype. As our 

target is video data, we must include time series information 

for feature vectors to detect irregular objects, e.g., objects that 

are moving too quickly, too slowly, or in irregular directions. 

C. Extended Evaluation 

In this study, our evaluation was performed using one 

minute of video data. Although we believe our approach can 

be applied to a consecutive real-time video sequence, some 

implementation problems may exist. Hence, we must develop 

an actual real-time system to confirm our idea. 
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VII. CONCLUSION 

We presented two prototype anomaly detection systems 

for video data using machine learning. Both prototypes could 

detect anomalous events in the experimental video data. In 

future, we plan to apply more recent neural network 

technology such as deep learning to our system. 
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