
  

 

Abstract—Bayesian model of inference is widely used in 

various application fields such as data engineering or text 

processing. Using Bayes’ theorem, we can obtain the posterior 

distribution function. When we conduct sampling using 

Markov chain Monte Carlo (MCMC), the most prominent 

MCMC algorithms are the Metropolis-Hastings and the Gibbs 

sampler, the latter being particularly useful in Bayesian 

analysis. This paper presents the visual teaching material for 

studying Gibbs sampler algorithm. Interaction with this 

material is supposed to enable students to deeply understand 

the mathematical process behind Gibbs sampling and 

encourages them to comprehend the mathematical expressions 

in the textbooks. 

 

Index Terms—Bayesian inference, MCMC, simple topic 

model, Gibbs sampler, visualization. 

 

I. INTRODUCTION 

Bayesian inference is widely used in various application 

fields such as data engineering and econophysics. Using 

Bayes’ theorem, we can obtain the posterior distribution 

function. While evaluating expectations of the functions, a 

serious  problem is the limitations in spaces of high 

dimensionality [1]. Thus we need to apply sampling using 

Markov chain Monte Carlo (MCMC) algorithms. The most 

well-known  MCMC algorithms are the Metropolis-Hastings 

and the Gibbs sampler, the latter being particularly useful in 

Bayesian analysis [2].  

Gibbs sampler programs have been offered in various 

programming languages such as R and Python. Therefore 

students and researchers can easily apply the Bayesian 

inference in their problems and obtain results. The problem is, 

however, that many of them do not understand the 

mathematical process behind the algorithm. We believe that 

the users should understand the mathematical process of the 

algorithm in order to have better grasp on its use. Otherwise 

they are unable to analyze the results correctly leading to 

their inability of making a good decision regarding the   

convergence of the simulation and finally they cannot make 

an extension of the algorithm according to their needs. 

We have been using Gibbs sampler in text mining 

researches [3]-[7]. We let students use our developed text 

mining tools which were developed based on the topic model 

[8]. Being undergraduate students of economics / 

 

ministration departments, it is too difficult for them to read 

and understand the mathematical process behind the theory 

of topic model and Gibbs sampler described in the textbooks. 

Therefore we have developed visual teaching materials to 

make them understand the Gibbs sampler. By the visual 

materials, the number of students who grasp the concept of 

Gibbs sampler has been increased. 

In the next section, we shall explain in brief, the simple 

topic model and Gibbs sampler because we have adopted the 

simple topic model instead of the general topic model. In 

Section III, we would like to present our visual teaching 

materials. Then we shall describe the existing teaching visual 

materials on Gibbs sampling. In Section IV, we would like to 

conclude the paper. 

 

II. SIMPLE TOPIC MODEL AND GIBBS SAMPLER 

In the section, we shall explain in brief, the simple topic 

model and Gibbs sampler. Let us suppose that our target 

application is topic extraction. In topic extraction, the topic 

model has been used as the model and as its implementation 

Latent Dirichlet Allocation (LDA) model has been widely 

used. Many introductory texts of LDA exist [9]-[11]. 

A. Simple Topic Model 

In the visualization of Gibbs sampler, we adopted, instead 

of the topic model, a simple topic model (or mixture of 

unigrams). A simple topic model is a simplified version of the 

topic model with the limitation that a document has only one 

topic. Figure 1 illustrates three graphical models to note the 

differences between them [8], [12], [13]. They are unigram 

model, simple topic model, and topic model.  For the details 

of a graphical model,  the introductory textbooks such as [1] 

is referred. 

The unigram model is much simpler version of the topic 

model in which the whole document has just one topic. The 

parameters α, β in Fig. 1 are hyper-parameters of the 

Dirichlet distributions. In a simple topic model, one topic has 

its word distribution. The simple topic model allows a 

document to have just one topic.  

We have selected a simple topic model as our target model 

because the simple topic model shares basic concept of the 

topic models and we think that understanding the simple 

topic model will lead one smoothly to understand the other 

topic models. Another reason of the selection was that the 

other topic model was too complicated to be visualized on the 

screen. 

B. Gibbs Sampler 

In MCMC, the sample sequence is constructed so that, 

successive samples are generated from distributions that 

probably get closer and closer to the given desired posterior 

[14] distribution. In Gibbs sampler, we iterate over each of 

the unsolved variables, sampling a new value for each 
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variable given our current sample for all other variables 

[14]. 

When the topic extraction of documents is executed, a 

topic identification of each document is in turn decided from 

other (n – 1) documents’ current status. We visualize the 

meaning of this as shown in Fig. 2.The details of the 

illustration will be explained in the next section. 

In MCMC, after enough time repetition of the substitutions, 

the target distribution P(x) becomes the invariant distribution 

of the Markov chains. This means that when we generate a 

sample x from the distribution P, substituting x by x’,  then 

the distribution of x’  again gets to become P as follows [15]. 

 

 
 

The Gibbs sampler update probability is the following:  

 
𝑃 𝑥𝑖

´|𝑥1,⋯ , 𝑥𝑖−1 ,       𝑥𝑖+1 ,⋯ , 𝑥𝑁  

 

In the Gibbs sampler, we must need to know whether the 

distribution converges to the required invariant distribution 

or not. For that, we think that the visualization of the 

sampling sequences will enable us to conceive the level of the 

convergence. 
 

 
Fig. 1. Three graphical models for topic extraction which are  unigram model, 

simple topic model (mixture of unigrams model) and topic model. 

 

III. GIBBS SAMPLER VISUAL MATERIALS 

In the section, we present the visual teaching material for 

Gibbs sampling (see Fig. 3). In this example, the simple topic 

model is used for its simplicity. The number of documents is 

five, the number of topics is seven. The document is 

expressed by a bag of words which consists of six words. 

The graphics in Fig. 3 is made in Mathematica by Wolfram 

and we transformed the Mathematica programs to the 

Wolfram CDF version and have published them on web so 

that everyone can access it. The Wolfram CDF player is free 

software and by installing the player, everyone can conduct 

interactive operations with that program on web browsers.  

With the teaching materials, the user can interactively 

operate the sampling by using the top located slider. The 

reverse motion is also available. In the initial state, there is no 

topic. Then gradually, topics are organized and its word 

distributions are also developed. The user can see the changes 

on screen. 
 

 
Fig. 2. Concept image of Gibbs sampler of which the background image was 

developed by Mathematica. 

 

In one turn of Gibbs sampler, at first, the target document 

that is denoted by an arrow is isolated from others. Then 

seeing the word distribution of the target document, the 

program considers which topic word distribution is the most 

similar to the target document’s word distribution. Then the 

topic ID of the target document has been determined and the 

target document is set to the topic ID group member. That is 

the classification process. Then, the next turn will begin on 

the next target document. 

In Fig. 2, there are five balls on the cylinder edge. The 

height of the ball indicates its topic identification number. On 

the bottom plane, there is a circle and the five radius lines are 

illustrated. On the radius line, the topic distribution 

probability of each document is shown. 

In Fig. 2, the target document group number has become 

seven because the probability of the seventh topic is higher 

than others; the other six probability levels are zero. 

Next we show the image of our teaching material in Fig. 3. 

In Fig. 3, the target document group number has become 

three. In Fig. 3, on the bottom, there are three graphics.  

The left graphics shows the number of each group 

members. In the centre graphics, the topic distribution of each 

document is shown. The right graphics shows the word 

distribution of each topic. As shown here, each topic has its 

word distribution in a simple topic model. By using this, the 

programme will be able to make a decision to which topic the 

target document belongs to. 

Advantages of this visualization are 1) we can see the most 

similar topic group of the target document, 2) we can see a set 

of words of the target document are immigrated to the topic 

group, and 3) we might see the convergence of the Markov 

chains. 

 

IV. RELATED WORK 

In the section, we shall present a survey of the existing 

 {𝑃 𝑥𝑖
´|𝑥1 ,⋯ ,𝑥𝑖−1 ,       𝑥𝑖+1 ,⋯ , 𝑥𝑁 𝑥𝑖

×

𝑃 𝑥1,⋯ ,𝑥𝑖−1,𝑥𝑖,𝑥𝑖+1,⋯ ,𝑥𝑁 } 

=  𝑃 𝑥𝑖
´|𝑥1, ⋯ , 𝑥𝑖−1 ,     𝑥𝑖+1, ⋯ , 𝑥𝑁  

  × 𝑃 𝑥1 , ⋯ , 𝑥𝑖−1,      𝑥𝑖+1, ⋯ , 𝑥𝑁  

=  𝑃 𝑥1, ⋯ , 𝑥𝑖−1 , 𝑥𝑖
´, 𝑥𝑖+1 ,⋯ , 𝑥𝑁   
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researches on visualization of Gibbs sampling.  

The most famous one would be the illustration by David 

JC MacKay [16]. The illustration shows alternate updates of 

just two variable density function P(x1, x2). In the famous text 

book by Bishop, the same kind of illustration on P(x1, x2) 

which is a correlated Gaussian is also presented [1], [17]. 

Similar graphics of these two variable density functions have 

been published; for example one in the Mathematica online 

manual page titled ―how to / Perform a Monte Carlo 

Simulation.‖ 

 

 
Fig. 3. Visual teaching material for Gibbs sampler. 

 

 

V. CONCLUSIONS 

This paper presents the visual teaching materials to study 

Gibbs sampler using a simple topic model. The Gibbs 

sampler is widely used in Bayesian inferences, especially 

together with the topic model. We think that the researchers 

who use the topic model and Gibbs sampler should 

understand the mathematical process behind this. If they 

cannot understand the mathematics, even if they can use the 

tools, they cannot extend the model or perform correct 

analysis of the result. Then visualization teaching materials 

are helpful and they encourage users to comprehend the 

mathematical expression. 

Many graduate students in engineering with interest in 

Gibbs sampling commented that the visualization was 

effective. We will continuously develop various visual 

teaching materials on statistical techniques. 
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However, as a practical use, we need multivariable cases of 

more than three variables, because the two variable density 

function case does not express enough about the intrinsic 

feature of Gibbs sampling.

In the field of the topic model visualization, there are many 

researches on visualizations [18]. However, they focus on 

relationship between a topic and the word distribution. There 

is no research on visualization to explain Gibbs sampler on 

the topic model, especially focusing on the explanation of the 

mathematical process.
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