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Abstract—Artificial intelligence advancements increased 

speech usage as an interface for different processes. The idea of 

Speaker based speech Recognition is basically to recognize 

automatically who is speaking what; on the basis of the 

individual information included in speech waves. That can only 

be accomplished using speech recognition technique along with 

speaker recognition algorithm. Among biometric recognition 

techniques, speech recognition is one of the most useful tools. 

Many banks, institutions, industries etc. are currently using 

speaker based speech recognition for providing greater security 

to their equipment. The idea is to implement this algorithm on 

voice controlled robot incorporated with security features by 

virtue of speech recognition algorithms. This robot will be 

capable of recognizing ―What is being said and who has said it?‖ 

The algorithm is developed on MATLAB and implemented on a 

TMS320C6713 DSP kit which will interface with a robot – A 

voice controlled robot (VCR). 

 
Index Terms—Mahalanobis distance, mel frequency cepstral 

coefficients, speech recognition, vector quantization. 

 

I. INTRODUCTION 

For speech recognition, it is necessary to covert voice 

signals into features that can be processed digitally and that 

can differentiate efficiently between different words and 

speakers. There are many algorithms and techniques 

available to us whom we can use for voice signal analysis and 

speech recognition [1]. 

Saying technologically, we can distinguish between 

various speech signals using two different types of Automatic 

Speech Recognition: 

1) Direct voice input 

2) Continuous speech recognition 

Direct voice input or DVI systems can recognize small to 

medium size vocabulary and immediate response to voice 

command is required whereas vocabularies of Continuous 

speech recognition or CSR systems are comprised of 

hundreds rather thousands of words and are not being used in 

real time processing until now [2]-[4]. 

ASR benefits include the provision of an extra 

communication channel in human-machine interaction 

(HMI), or in simple words it can be said that talking can be 

faster than typing.  

Information provided by human voice contains identity of 

speaker, distinction among genders and emotions. In speaker 

based speech recognition, first of all, the speaker is identified 
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and then his command is transferred for further processing 

for the purpose of speech recognition. Also there are two 

phases of ASR which are testing and training phase. Different 

techniques are used to reduce mismatch in testing and 

training phase which generally use spectral or cepstral 

domain.  

Front-end and Back-end are two major parts of speech 

recognizer. Front-end extracts the features out of speech, 

while the back-end has a well-trained database and a 

classifier used for decision making purposes. The general 

layout of recognizer is represented in Fig. 1. 
 

 

 

      

 

 

 

 

 

 
Fig. 1. Speech recognizer layout. 

 

Basically front end involves the calculation of feature 

vectors which are extracted by the division the speech signal 

into short intervals called segments or frames. After division, 

a particular algorithm is applied on each segment to calculate 

the features in form of some coefficients. 

After successful extraction of features they are passed to 

the back end classifier for further processing and decision 

making. Back end matches the upcoming feature vector with 

the stored trained database and makes its decision upon 

finding the best match among all of them [5]. 

 

II. VOICE RECOGNITION ALGORITHMS 

Two critical steps of voice recognition algorithms are: 

1) Feature Extraction 

2) Feature Matching 

A. Feature Extraction 

Some feature extraction techniques are discussed below: 

1) Linear Prediction Cepstral Coefficients (LPCC): The 

idea of using Linear Prediction Cepstral Coefficients 

(LPCC) for speech recognition applications is common 

for many years. In this technique, a digital all-pole filter 

is used to model the human vocal tract [6]. The 

extraction of LPCC feature vectors from human speech 

is illustrated by the block diagram in Fig. 2. 

2) Perceptual Linear Prediction Coefficients (PLP): 

Perceptual Linear Prediction (PLP) coefficient is based 
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on emulating human auditory system. The critical 

concepts behind PLP to be understood are: 

 Critical band frequency selectivity 

 Equal-loudness curve 

 Intensity-loudness power law. 
 

 
Fig. 2. LPCC extraction technique. 

 

This technique consists obtaining the FFT-spectrum (First 

Fourier Transform) of a windowed speech frame. The 

obtained spectrum is passed through Bark-scale filter bank, 

through which the feature of “Critical Band Frequency 

Selectivity” of human cochlea is modelled. After frequency 

selection, to approximate the human sensitivity of, we require 

an equal-loudness curve to outputs of filter. Once weighted, 

the intensity-loudness power law (which states the 

relationship between the signal intensity and the perceived 

loudness) is used and filter outputs are compressed following 

it. Linear Predictive Analysis is performed after taking 

Inverse Fourier Transform of the compressed filter outputs. 

Finally, after application of cepstral analysis, set of PLP 

coefficients is obtained [7]. 

3) Mel Frequency Cepstral Coefficients (MFCC):The most 

common and robust feature extraction front-ends in 

speech recognition systems are Mel Frequency Cepstral 

Coefficients (MFCC). This technique is also based on 

Fast Fourier Transform, in which acquisition of feature 

vectors is obtained through frequency spectrum of the 

windowed speech frames [8], [9]. Fig. 3 illustrates the 

steps of MFCC extraction. 
 

 
Fig. 3. MFCC extraction technique. 

 

 

 
TABLE I: RECOGNITION CORRECTNESS (C) RELATIVE TO DIFFERENT 

FRONT-ENDS V/S SNR ENVIRONMENTS 

Correctness 

C % 

SNR (dB) 

0 5 10 15 Clean 

LPCC 9.97 12.48 15.77 18.02 58.64 

MFCC 13.95 18.02 22.19 25.28 67.16 

PLP 12.59 16.03 20.70 24.82 66.84 

 

Results from Table I show that MFCC is most efficient 

among all of them. 

 

1) Pre-emphasis, Hamming windowing and FFT: 
Pre-Emphasis is the first step of the algorithm to extract 

MFCC. Pre-emphasis is basically done to flatten the 

speech signal spectrally and to equalize the inherent 

spectral tilt of speech. Implemented by a first order FIR 

digital filter [10], [11], the transfer function of which is 

given in (1): 

 
𝐻𝑝 𝑧 = 1 − 𝑎𝑧−1                                (1) 

 

where a = 0.95 

Comparison of speech signal before and after 

pre-emphasis is represented by Fig. 4 and Fig. 5. 
 

 
Fig. 4. Recorded signal by spoken word “HELLO”. 

 

 
Fig. 5. Recorded signal after pre-emphasis. 

 

After pre-emphasis, the division of speech signal in frames 

is carried out. In this process the entire speech sequence by a 

windowing function expressed in (2). 

 

      𝑠𝑚  𝑛 = 𝑠 𝑛 𝑤 𝑛 − 𝑚                            (2) 

 

where: 

s[n]: is the original speech sequence 

sm[n]: is m
th

 windowed speech frame  

w[n]: is the windowing function.  

Generally the length of a frame is about 20-30ms. The 

shape of the windowing function is important. Rectangular 

window is not recommended since it causes severe spectral 

distortion (leakage) to the speech frames. Other types of 

windowing function, which minimize the spectral distortion, 

should be used. Hamming window is most commonly used 

given in (3): 

 

𝑤[𝑛] =  
0.54 − 0.46𝑐𝑜𝑠  

2𝜋𝑛

𝑁−1
 ,       0 ≤ 𝑛 ≤ 𝑁

0,                                                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (3) 

 

where: 

N: is the length of the windowing function. 
 

After Hamming windowing, the speech frame is passed to 

the next stage for further processing. 
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1) Comparison between different techniques

2) MFCC extraction



  

The next processing step is to convert the frame of N 

samples from the time to frequency domain by applying the 

Fast Fourier Transform [12]. The FFT of set of N samples is 

defined as (4): 

 

𝑋𝑛 =  𝑥𝑘𝑒
−2𝜋𝑗𝑘𝑛 /𝑁𝑁−1

𝑘=0 𝑛 = 0…𝑁 − 1              (4) 

 

The output of this step is called signal's spectrum or 

period gram. 

2) Mel scale filter bank: The series of triangular band pass 

filters is called Mel Frequency Filter Bank. Mel 

frequency filter mimics the human auditory system. The 

filter bank is based on Mel scale which is basically a 

non-linear frequency scale. Below 1000Hz, the Mel 

scale is approximately linear to the linear frequency 

scale. Above the 1000Hz reference point, listener 

percept the same pitch increments with longer and longer 

frequency intervals. Hence the relationship between the 

Mel scale and the linear frequency scale is non-linear 

and approximately logarithmic above 1000Hz [13]. The 

mathematical relationship between the Mel scale and the 

linear frequency scale is described by relation given in 

(5): 

 

𝑓𝑀𝑒𝑙 = 1127.01 𝑙𝑛  
𝑓

700
 + 1                      (5) 

 

where 

f: is the linear frequency (Hz) 

fMel: is the Mel frequency (Mels). 

3) Discrete Cosine Transform (DCT): The final step of the 

algorithm is to de-correlate the filter outputs. The first 

few coefficients obtained after the application of 

Discrete Cosine Transform (DCT) to the filter outputs, 

are grouped together to form a feature vector for a 

particular speech frame.  

Consider the order of the Mel scale cepstrum is “p”. To 

obtain the feature vector we take the first “p” DCT 

coefficients. Mathematically, the k
th 

MFCC coefficient can be 

expressed by (6): 

 

𝑀𝐹𝐶𝐶𝑘 =  
2

𝑀
 𝑋𝑚 𝑛 𝑐𝑜𝑠  

𝜋𝑘  𝑚−0.5 

𝑀
 𝑀

𝑚=1     1 ≤ 𝑘 ≤ 𝑝   (6) 

 

Either log of energy component or a zero order coefficient 

(or both) are appended to the static feature vector. The zero 

order DCT coefficient of the filter output is basically the 

MFCC coefficient. The expression of the zero th order 

MFCC coefficient is described by (7): 

 

𝑀𝐹𝐶𝐶𝑘 =  
1

𝑀
 𝑋𝑚 𝑙𝑛 

𝑀
𝑚=1                             (7) 

 

B. Feature Matching 

1) Vector Quantization: To map the vectors from a large 

vector space to a finite number of regions known as 

“Cluster” in that space is called Vector Quantization. 

Each cluster can be represented by its centre called a 

centroid. All code words collection constitutes a 

codebook. 

The distance of the upcoming vector to the closest 

codeword of a codebookis called VQ-distortion and it is 

computed in the recognition phase. The speaker 

corresponding to the VQ codebook with smallest total 

distortion is identified. 

2) VQ Distortion Measuring Techniques: To measure VQ 

Distortion we can have different type of Distance 

calculation Techniques given as follow : 

Euclidean Distance: The distance calculation is carried out 

in following steps: 

 Matching matrix dimensions 

 Difference Calculation 

Example: 

Let’s take Spoken word feature vector: 

 

𝑇 =  𝑇1𝑇2𝑇3𝑇4    𝑇5  

 
And Training Database: 

 

𝑈 =  

𝑎1𝑎2𝑎3𝑎4    𝑎5

𝑏1𝑏2𝑏3𝑏4    𝑏5

𝑐1𝑐2𝑐3𝑐4    𝑐5

  

 

𝑫 𝒙 =  ((𝑻𝟏 − 𝑼(𝒙)𝟏)𝟐 + (𝑻𝟐 −𝑼(𝒙)𝟐)𝟐 + ⋯ (𝑻𝒏 − 𝑼(𝒙)𝒏)𝟐   (8) 

 

𝐷(𝑥) =   (𝑇𝑖 − 𝑈 𝑥 𝑖)
2𝑛

𝑖=1                       (9) 

 

where: 

Finally the absolute value of this distance is taken.Later the 

results for all the words are compared to find which word had 

the minimum distance and that word is then passed on for 

decision making [14]. 

 It is Easy to calculate 

 Suitable for speaker recognition 

But not robust for speech recognition because it is more 

complicated and required a more robust method for 

classification. 

Mahalanobis Distance: Different patterns of variables can 

be identified or analyzed by correlation between variables 

and Mahalanobis Distance is calculated through these 

correlations [15]. The distance is calculated as follow: 

 Matching the matrix dimensions 

 Difference Calculation 

Example: 

Spoken word feature vector: 

 

𝑇 =  𝑇1𝑇2𝑇3𝑇4    𝑇5  
 

Training Database: 

 

𝑈 =  

𝑎1𝑎2𝑎3𝑎4    𝑎5

𝑏1𝑏2𝑏3𝑏4    𝑏5

𝑐1𝑐2𝑐3𝑐4    𝑐5

  

 

 𝐷 𝑥 =  (𝑇 − 𝑈 𝑥 )𝑇 ∗ 𝑆−1 ∗  𝑇 − 𝑈 𝑥     (10) 

 
where: 

x: Row number of U (Rows of U represent     different 
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x: Row number of U (Rows of U represent     different 

words or speakers)



  

words or speakers) 

S: Covariance matrix 

Finally the absolute value of this distance is taken.Later the 

results for all the words are compared to find which word had 

the minimum distance. This word is then passed on for 

decision making. 

 

III. CONCLUSIONS 

In this paper voice recognition algorithms are discussed 

which are important in improving the voice recognition 

performance. MFCC provide a better recognition percentage 

as compare to PLP and LPCC as it is based on 

logarithmically spaced filter banks. A new technique of 

Mahalanobis Distance has been introduced in speech 

recognition process that takes both mean and variance of 

cluster in account to make results of feature matching phase 

more robust as compare to the outcome by usage of 

Euclidean Distance which provides results on the basis of 

mean of cluster only. 
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