
  

 

Abstract—In this work we study a followable user interface 

(FUI): a user interface that tracks the motion of the user’s hand. 

In an FUI, the system provides a UI screen that tracks the 

motion of the user’s palm. As a means of implementing such a 

system, we study a method involving an LCD projector and a 

depth sensor. In this paper we discuss methods for using the 

depth sensor to detect the position of the user’s hand and for 

controlling the projection of the UI screen. Moreover, we discuss 

a method for detecting gestures in which the user places one 

hand on top of the other hand and makes sliding motions. As the 

result of constructing the prototype system with our methods, it 

is shown that the system was capable of properly projecting the 

UI to match the motion of the user’s hand, to identify gestures, 

and to switch the UI based on this input. 

 
Index Terms—Hand tracking, projection mapping, depth 

sensor, followable user interface.  

 

I. INTRODUCTION 

In an effort to identify one possible realization of 

next-generation ubiquitous computing technology, the 

authors have investigated methods for implementing a user 

interface (UI) that tracks the motion of the user’s palm. The 

user interface is projected onto the palm of one hand of the 

user, who manipulates the UI through gestures with the other 

hand. By tracking the motion of the user’s hand and adjusting 

the location of the projection accordingly, it is possible to 

provide the user with an experience that closely mimics the 

experience of holding a conventional smart device. The 

realization of such a UI would free users from the need to 

carry their smart devices with them and thus eliminate worries, 

such as dying batteries, present in conventional smart devices.  

We refer to such a UI as a followable user interface (FUI). 

As one possible method of implementing an FUI, we have 

studied a scheme that uses liquid crystal display (LCD) 

projectors and depth sensors. In this paper we describe 

methods for determining the position of the user’s hand and 

for controlling the position to which the UI is projected. 

 

II. BACKGROUND 

Smart devices and wearable devices offer humans the 

capability of ubiquitous computing. In particular, the extreme 

portability of wearable devices is a significant expansion of 

the range of computing environments and their applications. 
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Nonetheless, a number of difficulties remain to be overcome 

for next-generation ubiquitous computing; among these are 

the nuisance of having a device constantly affixed to one’s 

body and the hassle of recharging batteries. 

The FUI is a new type of UI that removes these drawbacks 

of conventional devices. Fig. 1 illustrates the concept of a FUI 

that uses projectors and sensors. The sensors positioned in the 

upper region of the environment capture the motion of the 

user. The system identifies the position of the user’s hands 

from the captured data, then projects the UI to match that 

position. When the user moves within the environment, the 

position of the UI projection tracks this motion. Because the 

UI is displayed on the user’s hand at all times, the system is 

able to provide an experience that closely mimics that of the 

user holding a device in his or her hand. 

UIs that attempt to track the motion of a user’s hand have 

been reported previously. The Lumipen system of Okumura et 

al. used a high-speed camera to capture hand motion and 

tracked this motion by using a mirror to control the projection 

axis of a projector [1], [2]. PALMbit [3], [4] and OmniTouch 

[5] considered a UI that tracked hand motion by using a 

projector and a depth sensor affixed to the user’s body. In 

addition, the Hand-held Display System of Leung et al. 

dynamically projected the UI onto white cardboard [6], 

whereas the system of Lee et al. dynamically projected the UI 

onto a board equipped with markers in all four corners [7]. 

In the FUI considered here, projectors are installed at fixed 

locations. The actual UI is expressed on a portion of the 

projection area of the projectors. More specifically, the 

projection area of the projectors is the range that can be 

tracked. Because the projection area of the projectors is 

capable of expressing multiple UIs, the system can easily 

accommodate multiple simultaneous users. In addition, by 

considering methods that do not require boards or markers on 

which to project the UI, it may be possible for users to access 

the system without carrying any items. 

In this regard, our proposal is similar to the LightSpace 

system of Wilson et al. [8]. LightSpace used a depth sensor 

and multiple projectors and implemented a framework in 

which objects were projected in a way that tracked the user’s 

palm. However, although this system succeeded in realizing 

simple menus, the authors did not consider methods for 

allowing the user to use hand gestures to manipulate the 

projected UI. 

 

III. METHOD 

A. System Configurations for the FUI 

The projectors and the sensors are mounted on the ceiling 

and directed downward. In this work we use a depth sensor to 

identify motions in the user’s hand. The depth sensor 
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measures the distance from the sensor to a target object. The 

distance data Dt is defined as follows. 
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Here, t is the frame at a certain time of measurement, X is 

the width of the measurement range, Y is the height of the 

measurement range, and x and y are coordinates. Thus, the 

depth sensor allows the retrieval of distance data in a plane. 

Using this distance data allows us to identify the target object 

easily without influence from the brightness or color of its 

surroundings. 

B. Hand Detection Using Depth Data 

To detect the position of the user’s hand when it is raised to 

the level of the user’s chest, we use distance information 

obtained from the depth sensor to obtain two regions: the 

height of the head and the height of the chest. In this paper we 

refer to these regions as the head height area and the chest 

height area, respectively. The left panel of Fig. 2 shows the 

height ranges for these two regions. The right panel of Fig. 2 

is a visualization of the distance information obtained from 

the depth sensor, with the head height area and the chest 

height area differentiated by color. We first determine the 

coordinates of the center of gravity of the head, Gh. Then we 

identify the coordinates of the point Pc that lies farthest from 

Gh within the chest height area. We take the point H — 

obtained by moving from Pc to Gh — as the coordinates of the 

user’s palm.  

C. Method for UI Projection Control to a User’s Hand 

The coordinates obtained for the user’s hand are the 

coordinate system for the depth sensor. Processing is required 

to reconcile the projector coordinate system with the depth 

sensor coordinate system and to project the UI onto the user’s 

palm. For this purpose, we adopt a technique for adjusting the 

detection area of the depth sensor based on the projection area 

of one of the projectors. Fig. 3 shows a screenshot captured 

from the program that specifies the detection area of the depth 

sensor. First, the projector projects onto a white screen. In 

addition to capturing this situation with the depth sensor, we 

specify the detection area by choosing the selection border to 

match the projection area. 

Fig. 4 schematically illustrates the detection area and the 

actual projector output. As noted above, the detection area is 

specified by matching the projection area. At the position 

detected for the user’s hand within the detection area, an 

object representing the UI is displayed. By filling in all other 

regions with black, we ensure that the UI is projected only 

onto the user’s palm. 

D. Gesture Detection 

In anticipation of a user’s attempts to manipulate the 

projected UI, we studied techniques for detecting gestures in 

which the user places one hand on top of the other hand and 

makes sliding motions. These gestures allow the realization of 

operations such as switching the entire UI or scrolling it from 

left to right. 

Sensors

Dynamic projection 

mapping to a user’s hand 

(or a paper)

High Definition Projectors

Available for multiple users
 

Fig. 1. Concept of a followable user interface. 
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Fig. 2. Hand detection using depth data. 
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Fig. 3. Program to select the detection area of the depth sensor. 

 

Fig. 5 illustrates the concept of gesture detection 

processing. First, we designate the area outside a certain range 

surrounding Gh (the area outside the black mask in Fig. 5) as 

the gesture area. Before the gesture begins, the detected 

International Journal of Knowledge Engineering, Vol. 1, No. 3, December 2015

241



  

position of hand H roughly agrees with the center of gravity of 

the chest height area Gc in the gesture area. When the gesture 

begins, Gc moves in the direction of the moving hand. In 

addition, the chest height area (Sc ) varies from the area of a 

single hand to the area of both hands. When the two hands are 

fully separated, area Sc becomes the area of both hands and 

ceases to change. At this point we detect that the gesture is 

complete, and we take the direction in which Gc has moved 

relative to H as the direction of the gesture. 
 

Detection Area

Projection Area

User Interface

(Dummy Object)

 
Fig. 4. Concept of mapping the detection area to the projection area. 

 

Hand Position (H) Center of gravity of chest height area (Gc)
 

Fig. 5. Concept of gesture detection method for sliding hands. 

 

 
Fig. 6. Example of the FUI by the prototype system. 

 

IV. EXPERIMENT 

We tested the methods discussed in the previous section by 

constructing an actual prototype system. For the depth sensor 

we used a Kinect device. Table I lists other items used to 

construct the prototype, as well as various experimental 

conditions, such as the projector model and the positions at 

which the sensor was installed. 

Fig. 6 depicts an example of our prototype system in 

operation. To simplify the detection step, the UI display 

consists of only a colored rectangular box. We implemented a 

procedure for changing the color of the box when a gesture is 

detected (Fig. 7).  

 
Fig. 7. Example of gesture detection, shown by the color change. 

 

TABLE I: DEVELOPMENT TOOLS AND EXPERIMENTAL ENVIRONMENT 

Development Tools for the Prototype System 

 IDE Microsoft Visual 

Studio 2013 

 API Kinect for Windows 

SDK v1.8 

Experimental Equipment 

PC OS Windows 8.1 

 CPU Core-i7-4790 

 RAM 8 GB 

Projector Model EPSON  

 Resolution 1280  800 

Depth Sensor Model Kinect v1 

System Configuration 

Projector Height from Floor 2400 mm 

Depth Sensor Height from Floor 2400 mm 

Head Area Height from Floor 1600–1900 mm  

Hand Area 

(Chest area) 

Height from Floor 1100–1200 mm 

 

V. CONSIDERATION 

We verified that our proposed method successfully tracks 

the user’s hand motions and projects the UI accordingly. We 

confirmed that our system is able to track hand motions not 

only in the left-right direction but also in the front-back 

direction. We also verified that our system can detect gestures 

in which the user puts both hands together, then makes sliding 

motions with one hand. The system is able to properly identify 

the direction of the sliding motions. The sliding gestures 

switch the content of the UI. 

At present, we have specified fixed values for the head 

height area and the chest height area. To allow our system to 

be used by individuals of different heights, the system will 

eventually require a framework for dynamically determining 

these values. In addition, the method discussed here is not 

well suited for detecting hand positions in cases involving 

multiple simultaneous users. Accommodating such situations 

will require the study of new detection methods. For example, 

when the position of a hand lies outside a certain fixed range 

based on the value of Gh, we might identify the hand as 

belonging to a different user. 

In addition, the realization of a practical UI will require 

detection not only of motions involving the entire palm of the 

hand, but also gestures involving only motions of the 
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fingertips. For this purpose it will be essential to improve the 

accuracy of our detection methods by introducing additional 

types of sensors. 

 

VI. CONCLUSION 

In this paper we investigated methods using an LCD 

projector and a depth sensor to implement an FUI that tracks 

the palm of the user’s hand. We constructed an actual 

prototype of our system and evaluated its performance. We 

demonstrated that the system was capable of properly 

projecting the UI to match the motion of the user’s hand, to 

identify gestures, and to switch the UI based on this input. 

Future work will address methods for achieving practical 

realization of this system.  
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