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Abstract—In this paper, we propose a robust object tracking algorithm based on classifier, multi-block and local sparse coding with multiple discriminative dictionary. The first part of the propose method is train a classifier with the dictionary encodes the information of both target information and background information. The second part exploits the block information of the object target. The different blocks in a sample should contribute differently to the visual tracking, the model effectively exploit the similarity and distinctiveness of different blocks. Each block is coded on its own discriminative dictionary to allow flexible coding block and the parameter after sparse coding can be used for the weights allocation simultaneously. Furthermore, the update scheme considers both the latest observations and the original template, thereby enabling to alleviate drift problem. Extensive experiments on challenging sequences show that the robust tracking achieved by our algorithm.

Index Terms—Visual tracking, sparse representation, multi-block.

I. INTRODUCTION
Visual object tracking is a significant computer vision task which can be applied to many domains, such as visual surveillance, human computer interaction, and video compression. Despite extensive research on this topic, it still suffers from difficulties in handling complex object appearance changes caused by factors such as illumination variation, partial occlusion, shape deformation, and camera motion. Therefore, effective modeling of the 2D appearance of tracked objects is a key issue for the success of a visual tracker [1]. A variety of tracking algorithms have been proposed to overcome these difficulties.

These methods can be formulated in two different ways: generative model and discriminative model. Generative methods represent objects with models that find the most similar candidate to the target appearance. The work [2]-[4] belong to the generative model. Recently, some generative model exploit the development of sparse representation in tracking [5]-[7] due to its robustness to occlusion and image pose change. It was proposed to update the target appearance model incrementally for adapting to dynamic environmental changes and object appearance variations. Discriminative methods formulate the tracking as a binary classification problem [8]-[11] to find a best decision boundary that can best separate the target from background. For using the background information, these method can be strong robustness to avoid the target judgment as background. Furthermore, the classifier can be online updated during the tracking procedure to handle the pose change.

This paper is structures as fellows. The next section reviews some related work on sparse representation for visual tracking. Section III introduces the method that learn object appearance model using local sparse coding and discriminative dictionary with a trained classifier. Learning object appearance model using multi-block sparse coding and the discriminative dictionary, then robust weights allocation of different blocks are described in the Section IV. The detail of the proposed tracking algorithm is shown in Section V. Experimental results and some discussions are shown in Section VI. We conclude the paper in the last section.

II. RELATED WORK
Recently, sparse representation has been applied to vision problem [12], including image enhancement [13], face recognition [14], and visual tracking [5]. L1 tracker [5] apply sparse representation to visual tracking and deal with occlusions via trivial templates. The sample with minimal reconstruction errors is regarded as tracking result. Further, [15] consider the important of the background information. The dictionary is composed of target templates and background templates which overcomes the drawbacks of L1 tracker that provide more discrimination power than the dictionary used in [5]. Another advantage of [15] is it selects discriminative features through the classification information which can decrease the dimension of the representation. In [16], they using a linear support vector machine (SVM) to train a discriminative model to separate the target object from the background.

Occlusion is one of the most challenge problems in object challenge for some of the information loss. Yang et al. [17] proposed a visual tracking approach based on “bag of features” algorithm. It’s robust in handling occlusion, scaling and rotation. Adam et al. [11] presents the “frag-track” algorithm to handle the occlusions problem. The object is represented by randomly multiple image fragments or patches. It combines fragments based representation and voting map with the integral histogram tool which is robust to partial occlusions. Nevertheless, the template is not updated and sensitive to large appearance variations.
III. LEARNING OBJECT APPEARANCE MODEL WITH DISCRIMINATIVE CLASSIFIER

The first part of the model is using the local target information to construct foreground dictionary and background dictionary. Like [16], we use overlapped sliding windows on the target object region and background region to obtain foreground patches and background patches. The foreground dictionary $D_p \in \mathbb{R}^{G \times J}$ is generated from k-means cluster center via the patches belong to the foreground patches. Similarly, we can obtain $D_n \in \mathbb{R}^{G \times L}$ from background patches, where $G$ denotes the size of the patch. $J$ and $L$ is the number of cluster center of the foreground dictionary and background dictionary, respectively. Then we can construct the overall dictionary $D = [D_p, D_n] \in \mathbb{R}^{G \times (J+L)}$. Firstly, extract $R$ patches from image region and each patch is converted to a vector $x_j \in \mathbb{R}^{G \times 1}$. The sparse coefficient vector $\alpha_j$ is calculated by

$$\min_{\alpha_j} \frac{1}{2} \|x_j - Da_j\|^2_2 + \lambda_i \|\alpha_i\|_1$$

where $\|\cdot\|_2$ and $\|\cdot\|_1$ denote the $L_2$ and $L_1$ norms respectively, $\|x_j - Da_j\|^2_2$ is the reconstruction error and $\lambda_i$ is a scalar constant. It is easy to prove that the distribution of the sparse codes is different between the positive sample and negative sample. The $M_{pos}$ positive samples is extracted around the target location within a radius of a few pixels using the sliding window method. Similarly, the $M_{neg}$ negative samples is extracted further away from the object location. Then, compute the sparse code of each image patch to form the training data $(a_j, y_j)$, where $a_j \in \mathbb{R}^{G \times (J+L)}$, $y_j \in \{+1, -1\}$ and $M = M_{pos} + M_{neg}$. With the training data, our linear classifier can defined as:

$$\min_{\alpha} \frac{1}{M} \sum_{i=1}^{M} L(y_i, w, \alpha_j) + \frac{\lambda_2}{2} \|\alpha\|_2^2$$

where $w$ is the classifier parameter, $\lambda_2$ controls the strength of the regularization term. $L(\cdot)$ is the loss function which is defined as:

$$L(y, w, \alpha) = \log(1 + e^{-wy^T\alpha}),$$

where $[\alpha^T, 1]$ is the augmented vector. The corresponding classification score of any candidate is $H = \frac{1}{1 + e^{-wy^T\alpha}},$ (4)

With the initialized of the classifier, the score can be regard as the similarity measure for tracking. A candidate with largest score indicates that it is can be considered as the tracking result.

IV. MULTI-BLOCK SPARSE CODING AND WEIGHT ALLOCATION

Motivated by the success of frag-track to deal with occlusion, we present the second part of the model based on multi-block sparse coding.

A. Multi-block Sparse Coding

Each block dictionary set is composed of $y_j$ positive template and $N$ negative template. To construct each foreground dictionary, we extract the image patches using the dividing target region method. Firstly, the select image region are normalized to the same size $(36 \times 36 \text{ in our experiments})$. Then each image region is divided into K blocks (4 in our experiments). Each block is stacked to form the corresponding template vector. Then aggregate the template vector to form the target basis set $D_p^k = [t_1^k, ..., t_K^k] \in \mathbb{R}^{36 \times K}$, where $t_j^k$ is the $i$th vectorized foreground region of the $k$th block and $d$ is the dimension of the vector. Similarly, the negative template is extracted further away from the object location and also divided into $K$ blocks. The background basis set is $D_n^k = [t_1^k, ..., t_K^k] \in \mathbb{R}^{36 \times K}$. Each block can obtain an overall dictionary $D^k = [D_p^k, D_n^k] \in \mathbb{R}^{36 \times (K+K)}$. In current frame, we draw $N$ candidate particle around the tracked result in the previous frame with a particle filter through affine transformation[15]. Each candidate particle divided into $K$ blocks and the block sample is $x^k = [x_1^k, ..., x_K^k] \in \mathbb{R}^{36 \times K}$, similarly. The affine parameters can be modeled with six scalar Gaussian distributions. Then the coefficients $\alpha^k = [\alpha_1^k, ..., \alpha_K^k] \in \mathbb{R}^{(K+K+K) \times N}$ is computed by

$$\min_{\alpha^k} \|x^k - D^k \alpha^k\|^2_2 + \lambda_k \|\alpha^k\|_1,$$

where $\lambda_k$ is the sparse parameter. (2) is actually the Lasso regression problem that can be solved efficiently by Least angle regression (LARS). Then we can obtain $K$ sparse code for $K$ blocks.

B. Occlusion Analysis

In order to deal with occlusion, we construct multiple block to represent the sample. When the patch is not occluded, the sparsity of the different blocks show in Fig. 1. The left image show the original image and the sample of four blocks, The right show the four sparse vector of one sample through the solve of (2). By checking the coefficients in $\alpha^k$, we found that the sparse coefficients mainly concentrated in the first 200 which is the number of the positive template (i.e. $y_j$), the coefficients corresponding to the background is almost all of
zeros. This indicates that target can be well representation by foreground dictionary \( D_p^k \). When the patch is occluded like the Fig. 2. The sparse coding of the complete patch are dispersed in the foreground and background region. However, the coefficients of different blocks are discriminative. It’s easy to find that the block which is not occluded can be can be well represented by the foreground dictionary. In contrast, the sparse coefficients of occluded blocks are scattered in the region of all the foreground and background.

In order to handle the occlusion problem, we exploit the discriminative information mentioned above. The block with large sparse coefficients in background region can be considered as occlusion. With allocating different weight of different blocks, the tracker can reduce the influence of occlusion.

**C. Weight**

Intuitively, the \( \omega^k \) is used to indicate the distinctiveness of different blocks. If the \( k \)th block is not occluded, \( \omega^k \) should be bigger. Besides, in order to exclude the influence of occluded blocks when describing the target object, the blocks which are well represented by background should be allocated a small weight. Especially, the weight is set close to zero when the block is occlusion completely. With the discussion above, we define a reliability factor \( q^k \) as

\[
q^k = \exp \left( \frac{\| \alpha^k \|_2^2}{\| \alpha^k \|_2^2} \right) / \exp \left( \frac{\| \alpha^k \|_2^2}{\| \alpha^k \|_2^2} \right)
\]

where \( \mu \) and \( \gamma \) are positive constants to control the tradeoff between foreground sparse coefficients and background sparse coefficients, \( \alpha^k \) and \( \alpha^k \) means the positive and negative sparse coding of the \( k \)th block. The function of reliability factor is to underline the importance of the positive sparse coding and enhance the discriminative of different block. Then the weight of \( k \)th block is

\[
\omega^k = \exp (\tau q^k),
\]

where the \( \tau \) is a constant controlling the value of weight. For tracking at time \( t \), every block of each candidate can obtain a weight. Through the similarity measurement, it can improve the robustness of the tracker.

**D. Confidence Measure**

The proposed algorithm is developed based on the assumption that the target can be better represented by the linear combination of positive templates while the background can be better represented by the span of negative templates. Given the candidate, it is represented by the multiple dictionary set with the coefficients \( \alpha \) computed by (2) and (3). The reconstruction error of the candidate \( x^k \) with the foreground template set \( D_p^k \) is

\[
e_p^{x^k} = \| x^k - D_p^k \alpha^k \|^2.
\]

Similarly, the reconstruction error using background template set \( D_n^k \) is

\[
e_b^{x^k} = \| x^k - D_n^k \alpha^k \|^2.
\]

A candidate with smaller reconstruction error using the foreground dictionary indicates it is more likely to be target object, and vice versa. Thus, we formulate the confidence by:

\[
s = \exp \left( -\sum_{k=1}^K w^k (e_p^{x^k} - e_b^{x^k}) \right) / \sigma, \tag{10}
\]

where the variable \( \sigma \) is a small constant to balances the confidence values. The tracking result is the candidate with the highest probability.

**V. PROPOSED TRACKING ALGORITHM**

**A. Two Complementary Part of the Model**

The proposed algorithm composes of two parts within the particle filter framework. In our tracking algorithm, the confidence value is based on the classification score and similarity function of multi-block sparse coding. The first part employs the sparse coding and linear classifier to capture the local feature of the target. All of these local features are concatenated together to represent the object target, therefore it models the global information of the target region actually. Besides, the second part introduces the local block information which shares the idea as the part-based tracking method that can handle the partial occlusion. The confidence value of the candidate is computes by

\[
P = \frac{1}{1 + e^{-\nu'x^k}} \exp \left( -\sum_{k=1}^K w^k (e_p^{x^k} - e_b^{x^k}) \right) / \sigma \tag{11}
\]

The tracking result is the candidate with the largest confidence value.

**B. Update Scheme**

There is no need to update negative templates every frame
due to the background usually changes little. In our experiments we update the negative templates every 5 frames from image region away from the current tracking result. For positive templates, we should judge the object whether occlusion occurs or not at first. With the discussion of occlusion and weight allocation we can find that sparse coefficient of block scattered in the region of the entire foreground and background may indicate occlusion. We set a threshold $q_0$. For the classifier model, we update the dictionary and classifier when block is occluded which can capture the new appearance and is adapted to the altered environment. For the multi-block part, the positive block templates remain the same in the entire sequence to keep the initial value correct and distinct.

VI. EXPERIMENTAL RESULTS

In our experiment, the object target is initialized according to the first frame in ground truth. We evaluate the performance of the model through conducting experiments on nine challenging sequences. These sequences cover the most challenge situations in object tracking: heavy occlusion, motion blur, in-plane and out-of-plane rotation, large illumination change, scale variation and complex background. We will compare our tracking experiment result with five algorithms: Frag tracker [11], L1 tracker [5], MIL tracer [8], and ODLSR tracker [16]. The tracking results of the compared methods were obtained by running the source code and binaries provided by their authors using the same initial positions in the first frame.

The parameters in our experiment are presented follow. The numbers of cluster center of the foreground dictionary $J$ and background dictionary $L$ are both 50, the train numbers of foreground templates $M_{pos}$ and background templates $M_{neg}$ are both 30. The sparse parameter $\lambda_1$ and $\lambda_3$ are fixed to be 0.01. The numbers of block dictionary set $N_p$ and $N_p$ are both 200. The variables $\mu$, $\gamma$ and $\tau$ in our experiment is fixed to be 2.0, 0.1 and 0.5, respectively. The weight balance factor $\sigma$ in equation (10) is 0.4.

A. Quantitative Comparison

In this section, we evaluate the proposed method using the average center location errors. The pixel error is every frame is defined as shown in Table I:

$$error = \sqrt{(x' - x)^2 + (y' - y)^2}$$

(12)

where $(x', y')$ represents the object position obtained from the tracker and $(x, y)$ is the ground truth. The quantitative results are summarized in Table I. The number marked with red indicates the best tracker in the test sequence and the blue is the second one. The table shows the effectiveness and robustness of our method.

B. Qualitative Comparison

Occlusion: The faceocc2 caviar and girl sequence are designed to test whether a tracking algorithm can handle partial occlusion and pose change well. In fact, occlusion is one of the most general problems in object tracking. Frag tracker [11], L1 tracker [5], ODLSR tracker and the propose method are develop to solve the problem. Fig. 3 shows some result of the comparison tracker. Frag tracker uses the static part-based to handle the problem. L1 tracker and ODLSR tracker update the dictionary to solve the problem. However, both the Frag tracker and L1 tracker perform poorly. In our multi-block sparse coding part, we estimate the possible occluded block via reliability factor. We allocate small weight for possible occlusion block. At frame 158 and 819 of the faceocc2 sequence, the face is heavy occlusion. The method effectively uses the information of target and alleviates the influence of occlusions. Besides, the first classifier part will update classifier parameter when no occlusion, which ensure the correctness of the object appearance. Our method can accurately keep tracking of the target object as the two part both exploit the spatial information of the local patch.

Similarly, in the caviar sequence, the object target is occluded by the person with similar color and shape. The other tracker is easy to drift due to heavy occlusion and the background clutter. In our experiment, our tracker achieves stable performance when there is large occlusion and pose change.

Rotation: In girl sequence, the major challenges include in-plane and out-of-plane rotations. The L1 tracker fails when the girl rotates her head in the frame 111. For Frag tracker, it could not update in the online fashion, so it may lose tracking when the object appearance changes drastically. For L1 tracker, it is easy to introduce the background information into the template set which may cause the drifting.

In contrast, the MIL tracker, ODLSR tracker and our propose tracker can handle the pose changing problem through the capability of online updating. However, the girl sequence also has other challenges. The MIL tracker fails to handle the combination of all the challenges and tend to drift.

Motion blur: The sequence animal consists some difficulties include fast motion of the target object which leads to blurred image and is hard for tracker to solve. Fig. 3 shows the different results on the animal sequence. Most tracking algorithms fail to follow the target right after the frame 24 which motion fast. The L1 tracker fails and locates a similar object instead of the correct target as the true target is blurred and the background has the similar object. The propose method is using the foreground information and

\[\begin{array}{cccccc}
\text{video} & \text{Frag} & \text{L1} & \text{MIL} & \text{ODLSR} & \text{OUR} \\
\hline
\text{animal} & 95.71 & 116.47 & 89.56 & 18.59 & 19.94 \\
\text{board} & 56.28 & 216.33 & 83.52 & 28.83 & 54.40 \\
\text{car11} & 31.34 & 1.53 & 74.77 & 31.91 & 18.69 \\
\text{caviar} & 23.47 & 63.75 & 90.81 & 6.38 & 5.59 \\
\text{faceocc2} & 16.72 & 63.75 & 90.81 & 6.38 & 5.59 \\
\text{girl} & 25.20 & 122.29 & 34.76 & 42.19 & 12.86 \\
\text{jumping} & 29.87 & 42.52 & 10.84 & 17.96 & 8.07 \\
\text{shaking} & 119.04 & 118.83 & 18.08 & 134.68 & 14.10 \\
\text{Singer1} & 22.25 & 4.07 & 18.64 & 33.95 & 4.26 \\
\end{array}\]
background information at the same time. The second part of the model select the discriminative features to better separate the target from the background which is robust to blur target.

**Illumination change:** In the singer1 sequence, the object target is a singer with dramatic illumination changes. The stage light changes drastically from frame 121 and frame 321. The L1 tracker is not able to track the object steady. Since we update the classifier and dictionary of first part, our tracker can adapt the change of the appearance.

**VII. CONCLUSION**

In summary, we proposed a method based on sparse coding, classifier and multi-block. The tracker combines sparse coding and classifier to encode the appearance information of both object target and the background with update the dictionary and classifier parameter which is robust the appearance change and complex background. The using of the multi-block considers the spatial information among different patches with the occlusion handing method through allocating weight for different block. It can improve the performance of the proposed tracker. By applying several difficult benchmark videos, the experimental results demonstrate the robustness of our tracker.
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